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Part 1
IoT Resource Management
in Application Domains



Towards the Usage of CCN for IoT
Networks

Bertrand Mathieu, Cedric Westphal and Patrick Truong

1 Introduction

The Internet is now widely used by a billion people for a plethora of services:
information retrieval, video streaming, file sharing, online shopping, banking, social
networking, etc. But as the Internet continues its evolution, it will be able to connect
not only people with each other or with a service, but will also enable objects to
connect to each other to get and share information, or to take an action. This is
typically denoted as the Internet of Things (IoT) and is believed to provide the basis
of the next Internet and “Web 3.0.” As the number of devices which could be
potentially connected to the Internet scales up, as the amount of traffic generated by
these devices explodes, it is necessary to reconsider the underlying protocols which
will support the Internet of Things.

In this chapter, we consider the potential of the emerging Internet of Things
(IoT), and how to support it with the content-centric networking (CCN) paradigm.
This chapter outlines a list of major IoT use-cases (this list is by no means
exhaustive, others can be envisioned) in Sect. 2. These use-cases are Smart Cities,
Smart Home, Vehicular sensors, Health monitoring and Sports & Leisure scenarios.
Section 3 presents an overview of the CCN protocol. We then discuss in Sect. 4 the
main technical challenges of these use-cases, then describe how CCN would be a
good fit for such IoT environments. Finally, in Sect. 5, one specific use-case is
developed, as part of the Smart City domain, which leverages the CCN abstractions
in the IoT environment. This use-case focuses on the retrieval of physical objects
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4 B. Mathieu et al.

supported by the network operator: tagged object can be found thanks to sensors
deployed in networking equipment, home boxes, smart phones or other users’
device combined with some native CCN tools.

2 The Internet-of-Things (IoT) World

The Internet is now widely used for plenty of services: information retrieval, video
streaming, file sharing, online shopping, banking, social networking, etc. It is
known as the “Web 2.0”. But Internet continues its evolution, and will enable
objects to connect to each other to get some information, to take some action or to
share information. This new world of connected devices is called the Internet of
Things (IoT) and will form the new Internet, named “Web 3.0”. IoT is a very
generic term, designating connected objects, and can encompass many objects,
many services, many situations, etc. The objective of this section is to list the main
IoT application domains [1-3], grouped for this chapter in five generic groups,
following a typology very similar to the one defined in [4]: Smart City, Smart
Home, Vehicular, Healthcare and Sports&Leisure.

2.1 Smart City

The concept of Smart City is one of the most mentioned and agreed to by many
people in the IoT world. There are various domains, such as the car and traffic
monitoring and management, the city environment (street light, waste; pollution;
etc.), or the end-users themselves and their mobile appliances. In this IoT use-case,
we can cite:

e Vehicle traffic monitoring where sensors on the roads can allow to detect traffic
jam, polluted roads or damaged roadways and dynamically propose rerouting
for end-users having a GPS-like equipment and able to receive such
information.

e Street light which can be equipped with sensors for detecting cars or human
movement and which can then dynamically be turned on when there is some
activity in the zone and turned off otherwise. It can help to save energy (and
money) for the city, whilst ensuring security by avoiding to create dark zones
around people.

e We also can have some sensors for detecting abnormal pollution in some places,
or water level or fire. In this case, the early detection of abnormal environmental
situations could be used to alert people, living in the concerned area (eventually
asking to close their houses or leave the place), etc.

e We can also imagine to have sensors for the trash bins, for public toilets or for
detecting dirty places and then inform the appropriate service to take the right
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actions (clean the toilet, empty the bins, etc.). With such sensors, the teams are
informed to do the job only when it is necessary. It can help to save money by
optimizing the workflow.

e For end-users having intelligent mobile appliances, we can have sensors in the
shops or locations which can detect the end-user and offer her a special offer if
she is a good customer of this shop for instance or propose her a reduced price to
the movie theater if the movie which is going to be projected is in her domain of
interest, etc.

e City and urban planning can be based upon actual collected sensor data about
how the city is used; the evolution of the city is based upon actual usage
measured by quantifying the inhabitant’s mobility, and infrastructure needs.
Sensors become a data gathering tool.

e Structure monitoring: are the roadways smooth, is the bridge safe? Sensor built
into the infrastructure can alert of potential issues and automate the
maintenance.

e Support for autonomous or self-driving vehicles: this is happening to some
extent with some forms of public transportations on dedicated right of way (rail
tracks for instance), but IoT enables laying sensors on common roads for
assistance with autonomous vehicles for public transportation, delivery, car-
pooling and shared transportation, etc.

e Integration of services within a city using multiple data sources: aggregation of
data, data mining and processing and analysis of real time conditions. For
instance, a data base of stolen items (say, bikes in a city environment) joined
with a ownership sensor tag on the bike plus a sensing capacity on the roadway
could be combined into a bike recovery service.

e FEtc.

As the city gets larger, many more services can be imagined, linking things and
people together.

2.2 Smart Home

The Smart Home domain is sometimes included in the Smart City domain. How-
ever, we prefer to isolate it because the region is much more limited and the services
more user-oriented.

The typical Smart Home architecture divides the communication network into
multiple components: a home network, with distributed sensors throughout the
home; a gateway which collects the information from the sensor; a cloud hosted
platform that receives the (potentially processed) information from the gateway to
store and analyze; and the mobile devices of the home occupants, who can connect
to the gateway or the cloud server to receive information and notification about the
home while away. This architecture allows an incremental deployment of new
technologies and protocols for the network embedded within the home, as it is
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separated by the gateway from the wider, global Internet. Therefore, the gateway
can act as a translator between a new protocol, say CCN, and the existing infras-
tructure. Of course, other architectures are possible that do not necessarily involved
such a structure.

The Smart Home domain includes all home equipment that can be connected
together and/or to the Internet. There have been many research activities on this
use-case for several years and various networking aspects have been investigated,
such as the dynamic interconnection of equipment via uPnP or DLNA protocols
and gateways connecting them to Internet servers.

Amongst the various services, which can be part of the Smart Home use-case,
we can identify:

e Connected Home Appliances, such as fridges which can order new food
products or beverages when it detects that a low threshold has been reached
(fewer than three yogurt cups still available in the fridge, etc.); pantry which can
suggest recipes based upon available ingredient in the kitchen; or
oven/micro-wave oven which can automatically calculate the necessary time
and temperature to cook a given meal, according to the type of equipment and
the meal, etc.

e Home video monitoring: The home can be equipped with small cameras located
in several locations in the house, which can stream the video to the Internet for a
remote monitoring, and can send alarms when detection of some movement in
the monitored area or abnormal behavior, smoke, carbon monoxide, etc.

e Remote Automation, where devices can be remotely controlled to make some
actions: e.g. to close the shutters, to turn on/off the light, the TV or PC for
recording TV shows, to start the cooking of prepared meal, etc.

e Energy management to set the temperature and light in a room as a function of
the number of people in the room, the time of day, the external conditions, the
cost of the utility.

e Remote metering: where the gas or electricity meter can be read, or can be
upgraded in case of software update for specific actions, etc.

This list is not exhaustive but aims at providing a good overview of what Smart
Home can be. It shows that in the next years, many home appliances can be
connected and be automated and IoT protocols in this case will be used to connect
them to the Internet.

2.3 Vehicles/Automotive Applications

Cars have been equipped with sensors for a long time, starting with a tachymeter, or
tire pressure sensors. New ones are added all the time, such as sensors for rain
detection, night detection, open doors, etc. There will be much more in the coming
years. For instance, it is envisioned to have some cameras which can monitor
driver’s attention and generate an alert if the driver is too exhausted, or to have
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some cameras to have automated cars, flowing lines of the roads, etc. Short range
radio communication in between cars is being mandated and will be mandatory
shortly in the US and in other countries; sensors can already monitor the distance in
between cars and verify that a car stays in the middle of its lane.

IoT can provide support for vehicular-to-vehicular communications and for
vehicular-to-infrastructure communications, in which case the infrastructure needs
to support this (and would be included in the Smart City use cases).

In addition to the basic V2V or V2I applications, more integrated services could
be built on top of this use case. For instance, sensors can detect an accident,
automatically call the emergency services (hospital or police) and transmit the
onboard cameras (now ubiquitous on modern cars) and the medical records of the
vehicle passengers to the emergency response team, and combine this with other
data sets (say, which emergency room is available nearby).

Most use cases here require to configure a network in a short period of time, due
to the speed of the objects. The speed of a vehicle to the infrastructure is of the
order of a hundred miles per hour, meaning that a car will cross the typical wifi
range of 100 ft in roughly one second. This connection time is halved for two
incoming vehicles. This means that the scanning, connecting, downloading, pro-
cessing time need to happen within this time span, and much faster to react to
unexpected conditions and avoid accidents. New protocols that speed up the con-
nection layer become critical.

The domain is continuously evolving and sensors will be widely deployed in the
future cars.

2.4 Healthcare/Telemedicine/Wearable Applications

Healthcare is a domain investigated by many people, especially with the exploding
cost of managing healthcare for the Baby Boom generation. Their health need to be
monitored and sensors should be able to detect abnormal values very soon and alert
responsible people (doctor, hospital, family). We will then have several sensors
deployed in clothes, watches, wearable accessories, even jewels in order to con-
tinuously monitor the blood pressure, heartbeat, blood glucose level, blood oxygen
level, standing position, etc.

We can also imagine sensor which can remind people to take their medication, or
even to suggest to increase or reduce their prescribed quantities according to the
current value of some monitored metrics (e.g., glucose levels for diabetes, blood
pressure, etc.). Sensors could also be configured to automatically refill
prescriptions.

Finally, for ill people and injured people, IoT could also allow those people to
stay living at home (instead of being at the hospital), but under the monitoring of
many IoT sensors, which could monitor various aspects of the person’s body,
control some actions and remotely inform doctors if needed.
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2.5 Sports & Leisure

IoT can be also envisioned for many different use-cases of the users’ live. For
instance, we can have sensors detecting missing water for plants or sensors
detecting abnormal behavior. We also now have sensors for people doing sport (e.g.
heart rate measurement, GPS device, etc.).

In short, it concerns all of those small-size smart pieces of equipment which
bring new information for local use. We will not detail them much since they are
very specific, most of the times with a local use. Many applications here still need to
be created, but many gaming or dating applications could be enhanced through the
use of sensors.

3 Introduction to CCN (Content-Centric Networking)

Regarding Future Internet Architecture, great effort has been dedicated to design
new architectures and protocols focusing on “what information is available” instead
of “where information is located.” To achieve this, some architectures route data
based on content naming. Among the different proposals for Information Centric
Networking architectures, Content-Centric Networking (CCN) [6] has received
much of the attention and provides the most advanced architecture thanks to a
working implementation in the CCNx framework, enabling better validation of
theoretical results by providing a concrete implementation for testing.

CCN is a new networking paradigm. The routing is based upon the information
itself, so as to find sources which can deliver the requested content without having
an a priori location for the content. The communication is then largely different
from the IP model, where a communication path between two end-hosts is estab-
lished first before the actual exchange of information. In CCN, there is no con-
nection, and any node (source or caches) having the content can provide it; the
decision is just based on the content names.

This approach can present a great opportunity for the Internet of Things
(IoT) networks, where the main goal is to collect information provided by some IoT
objects (say, sensors for temperature, pollution, heart rate, metering, etc.). In IoT,
the end-user wants to know what the value of some parameter is, and having a
network which follows similar principles can then offer ease to gather this
information.

In CCN, information objects are hierarchically named so that they can be
aggregated into prefixes. The main motivation for hierarchical naming is that for-
warding content by name can be performed by using concepts similar to IP for-
warding based on longest prefix matching lookups. Names are hierarchically
organized in a lexicographic ordered tree data structure. Leaves correspond to
content of interest, and all the descendants of a node in the tree share a common
prefix of the string associated with that node and form a collection of content
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objects whose name begins with this prefix. While using this name tree, CCN can
support dynamically-managed content by authorizing users to make requests based
on a name prefix.

With the hierarchical naming scheme, the trust establishment between content
publishers and content consumers in CCN can also be hierarchically structured by
using the SDSI/SPKI model and authorization at one level of the namespace can be
granted by a key certified at a higher level [7].

CCN communications are based on two packet types: Interest and Data.
A consumer asks for content by broadcasting over the network an Interest for that
content. Any host hearing this Interest forwards it to its neighbours unless it locally
holds the queried content and can immediately serve the consumer with a Data
message. The latter case means that the name in the Interest is a prefix of the
content name in the Data packet. As Interest and Data packets are identified by the
full or relative name of queried content, any CCN node involved in the commu-
nication can cache data or use the Interest to update its Forwarding Information
Base (FIB).

CCN forwarding is actually similar to the IP forwarding plane for fast lookup of
content names in the Interest packets. Figure 1 describes the functional parts of a
CCN node: the FIB to find the appropriate interface(s) to which arriving Interest
packets should be forwarded to reach the providers of queried content, a Content
Store that is the buffer memory for content caching (typically using a LRU policy to
keep new content), and a Pending Interest Table (PIT) to keep track of the inbound

faceb

5 Content Store
—
O Name Data 8
% Jorange/videos/201 100111010......... S
e o

PIT FIB
Name Face Name Face

<+ /orange/videos/movieA/ |5 Jorange/videos 2,1 o
Q | | /google/maps 3 Jorange/user/bertrand | 1.3 ()]
% /google/ 5,2 %
Lo L o]

Fig. 1 Forwarding engine of a CCN node
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interfaces of received Interest packets so that a Data packet sent back as a response
to an Interest registered in the table will be delivered to the right interface(s).

When an Interest packet arrives on an inbound interface, the CCN node works as
follows:

e If there exists a data object in the Content Store matching the Interest (meaning
that the content name in the Interest is a prefix of the data object name), the
CCN node creates a Data packet to serve the Interest and transmits it on the
inbound interface of the Interest.

e Otherwise, if an exact entry for the Interest is present in the PIT, the inbound
interface of the Interest is added to the list of Requesting interfaces maintained
in the PIT entry, and the Interest is discarded. These Requesting interfaces point
out the interfaces on which the same Interest has already been received. When
the related Data packet is returned as a response to the Interest, it will then be
forwarded to all the Requesting interfaces.

e Otherwise, the CCN node refers to the FIB to look up the content name of the
incoming Interest by using longest prefix matching. If a matching entry exists in
the FIB, the Interest needs to be forwarded to the content provider. If the
resulting list is not empty, the Interest is forwarded to the remaining interfaces,
and a new entry for the Interest is created in the PIT with the inbound interface.

e Otherwise, the Interest is discarded (no data matching in the CCN forwarding
engine).

Unlike Interest messages, received Data packets are not routed with the FIB and
only use the PIT to find their path to the data consumers. In other words, the Interest
messages leave behind in the PIT tables of the successive node a bread crumb trail
that the Data messages then follow back to the requester of the content. The CCN
node looks up a longest prefix matching of the content name of the Data packet:

e If the cache Content Store has a matching entry, Data is then considered as
duplicated, so it is discarded.

e A matching entry in the FIB means that there are no matching entries in the PIT,
so the Data packet is unsolicited; it is then discarded.

o If the PIT has one or several matching entries (meaning that Interest for the Data
has been previously received), the incoming Data packet is then cached in the
Content Store and forwarded to all the Requesting interfaces of the PIT
matching entries except the incoming interface.

4 Technical Challenges for IoT and CCN Advantages

IoT has started to be deployed in multiple places, inside some networking equip-
ment but it is still just the beginning. The research about IoT and CCN is starting
and few papers are now available, mainly as an initial step (first rough ideas or
architectures). Typically, we can cite [10, 11], which are short papers. Srivastava
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et al. [10] proposes to use the CCN protocol for the setup and maintenance of the
smart home. Utilizing the name-based networking approach eases those functions
and offers better synchronization of device data, more robust security and reduced
energy consumption. Fotiou and Polyzos [11] proposes to have a global architecture
for IoT systems realized through an integrating architecture relying on information
and its identifiers/names. [12—-14] are more advanced papers. Ngoc-Thanh and
Younghan, [12] proposes applying the ICN approach to WSAN (Wireless sensor
and Actor Networks). It focuses on coordination and routing policy for an efficient
resource consumption and interoperability among distributed entities. Song et al.
[13] argues that there are a large amount of weak network devices (NDs) with
constrained resources in IoT and they propose to use CCN as an internetworking
scheme for weak NDs based on task mapping. In this scheme, weak NDs with
constrained resources can offer better tasks (in terms of storing, publishing, and
retrieving). Amadeo et al. [14] suggests to develop a high-level NDN architecture
for the IoT domain and specify its main components, with a clear identification of a
management and control plane. It accounts for the configuration and management
of services and devices, for the types of IoT data exchange (e.g., on-demand
sensing/action triggering, periodic monitoring, event-triggered alarms) and their
demands (e.g., in terms of security, reliability, timeliness, local relevance). Finally,
the current most advanced paper is [8], which describes the porting of a CCN
solution into the RIOT Operating system. The research community is also focusing
efforts on this topic in the IRTF ICNRG group [5, 9].

For having a smart connected world, many challenges still remain to be
addressed. This section introduces some of them, with a description of how the
CCN technology can help. We group the challenges in clusters of more global
features and requirements.

4.1 Configuration and Scalability

The key issue with IoT is the sheer scale of the deployment: 50 billions of IoT items
are expected to be deployed by 2020 and this will stretch many of the network
function: configuration, the amount of traffic being generated, management of so
many devices, failure handling and reliability of the network. Further, as the
functions and services often cut across multiple devices and platforms, orchestration
of services at scale will be a tremendous challenge.

For configuration, there is little network action in CCN, outside of providing
name-based content mapping. (It is a challenge however to provide name-based
routing configuration, but this can be achieved using hierarchical names for scal-
ability). As the ICN does not configure the network layer and is independent of host
identities, it is relatively convenient to integrate multiple devices into a network
which can communicate seamlessly. The only configuration that is needed is at the
layer 2, so that two connected devices can exchange ‘interests’ and ‘data’ messages.
Heterogeneous configuration is then a key benefit of CCN for this as the IoT use
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case spans multiple domains and devices: home boxes, network infrastructure,
handheld devices, privately own Wi-Fi networks and operator managed WANS.

For the scalability, the CCN architecture supports scaling the configuration by
varying the time-out for the interest, providing support for scoped search, for
potentially aggregating the data. There is then little network configuration costs
once a sensor has published its ability to respond to the interests.

4.2 Efficiency

While it is expected that sensors will bring benefits, they should be efficient in terms
of networking and energy consumption. Indeed, running an additional infrastructure
composed of billions of devices will require a significant amount of resource, both
in capital expenditures and operational expenditures. One of the challenge is to
make the overhead of the IoT such that the overall outcome is positive and in
particular, such that the system is overall resource efficient.

Energy efficiency is a very important subcategory of the previous item: the
technical challenge is to make the infrastructure much wider, yet at the same time,
much more efficient overall in its use of energy. Duty cycles for instance are a way
to reduce the energy expenditure of a temperature sensor, but there is a trade-off in
the responsiveness to changes in conditions and to the duty cycle. This is but one
example, and there is a significant challenge in optimizing for the desired outcome.
The infrastructure must provide delay tolerant functionality while at the same time
providing some level of service in order to properly support the function. For
instance, a sensor will have a duty cycle, and can only be contacted to retrieve its
reading when it is on. On the other hand, how often it should be on depends on
optimizing for resource efficiency with some application responsivity constraints.

Deploying only the IP stack on constrained devices is already a challenge in
terms of memory. CCN approaches that work on top of IP might be impossible due
to the additive requirements of both the CCN stack and the IP stack. Consequently,
ICN implementations should work directly on top of the link layer. For heteroge-
neous deployment, border gateways can bridge between IP and CCN.

As ICN is built on top of a store-and-forward architecture, it is trivial to deliver
delay tolerant services on top of ICN. This is important since objects can be moving
in an area outside of the range of the network, and be able report the information
once it gets back into range.

Furthermore, ICN route requests to the nearest copy of the content (in an ideal
setting). Therefore, data exchange tends to stay local, therefore reducing the amount
of traffic in the network. This is important for IoT as most of the functions in many
of the use cases are local. For instance, in a Smart Home setting, the data repository,
some of the processing servers, the sensors, etc. will all be in the same environment,
or connected via a gateway which can compress and filter the data that goes over
the wide area network.
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4.3 Quality of Service

Most of the IoT use-cases require real-time data transmission. For some of them, it
is even critical (health sensor for instance or vehicular applications). Then the
network operations for the IoT should be provisioned in such a way that data can be
transmitted in real-time from the device towards the destination (which could be a
server, a gateway or another device). The network infrastructure should provide low
delay (which might be a problem for some congestioned networks, such as 3G).
There is a networking challenge in term of network design and architecture, as well
as adequate protocols to address.

Similarly, the reliability of data transfer is also of big importance for some IoT
use-cases. It is then mandatory to have a reliable network, in terms of data transfer
but also in terms of the security aspects. Indeed, data should not be intercepted and
altered by a malicious equipment/user. Security is then also a strong requirement
together with the network support to provide a reliable IoT system.

CCN enables the use of multiple interfaces concurrently as the communication is
not tied up to a specific socket. This allows providing some level of redundancy in
the data. In the worst case, if disjoint paths exist to the data, the data may be
transmitted in multiple copies.

CCN natively includes security features, related to data encryption, owners’
signature, etc. Indeed, we can have cryptographic material shared in between a large
number of devices, which requires to have ways to authenticate the participants, to
ensure that they are authorized and to distribute keys among sets of participants into
a common function. CCN then naturally helps in ensuring the secured transmission
of data. The drawback of it is the overhead it can induce for the energy and
networking use.

Since Local Communications is natively supported by CCN, the quality of
service can be improved via delivery of information from closer sources, but it
should be adapted to the use-case requirements (available bandwidth, energy
consumption, always on sensors or sleeping mode, etc.). Specific pieces of content
may require different treatment from the network. CCN enables to deploy
content-based policies and therefore can provide some level of quality of service on
a per content basis. For instance, storage in the network, or some resource allocation
mechanism can be made content-dependent.

4.4 Functionalities on Heterogeneous Devices

IoT devices may have very different capabilities, depending on the use-case. And
for some, devices could have very strong requirements in terms or storage, pro-
cessing or network capabilities. For instance, the memory is shared by all processes
running on the device, including the operating system, the full network stack, the
application(s). The cache size for content on constrained devices is then extremely
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small compared to cache sizes expected on types of devices initially targeted by
CCN. As readings of sensor values are ephemeral information by nature one might
argue to disable caching altogether. However, caching is beneficial in the IoT.
Indeed, multiple consumers can request the same content and each of them may
react independently upon temperature evolution. Similarly, caching ephemeral
content within the network may significantly increase content availability because
nodes can then sleep as often as possible to save energy, and lossy multi-hop
wireless paths towards content producers are shortened. Delay Tolerant Networks
(DTN) can be supported with the use of caching.

We can also have very small devices, or devices which should “live” for a long
time (long live battery), or very cheap devices in order to have the use-cases
deployable, etc. One of the key issues of IoT is to not only generate data, but to
make this accumulated data useful. It therefore needs to be collected in a place and
stored there for post-processing.

All of those requirements are then specific to the use-cases, but should be taken
into consideration to evaluate the viability of the service to be offered. CCN sup-
ports the use of distributed caches and data repository throughout the infrastructure,
making the storage of data easy to provide (however, some thought must be given
for persistent/resilient storage).

For some use-case, it might be necessary to have knowledge of the context (cars
going in the same direction, health sensors and location if case of accident, etc.),
which means that the value of the information itself might not be sufficient. The
system should then be able to identify the relationships between some sensors and
perform the appropriate analysis in order to take the right action (if needed). This
context might be taken into consideration via the sensors themselves or via their
deployment/configuration or via the service platform that collects the information.

With CCN, there can be a lot of information in the meta-data about what content
is being requested, what frequency, where it is, etc.

4.5 Architecture

There will be billions of IoT devices. Many experts say that the naming of devices
will be critical, and mainly lead to the move to IPv6. However, using the IPv6
protocol for IoT could lead to networking and energy issues. The naming of devices
is then a key issue in IoT systems. Furthermore, some people argue that the most
interesting value in IoT systems is the information itself (e.g., value of temperature
or water level or blood pressure) and not the device which provides it. The CCN
architecture designed with content delivery in mind, is then seen as a possible
networking candidate, for this naming issue but also other features it offers (e.g.
mobility, security, etc.). Some early sensor network designs (such as Directed
Diffusion [7], for instance) utilized the same semantics (and the same message
names) as CCN for instance. The IoT solution should define an appropriate naming
scheme and ensure scalability of the naming and the system.
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One current research issue is to know if IoT will be based on the sensor on which
to connect to get the information or if it is the information which will be the central
key of the system. In the latter case, we care about the value of the monitored
information and not about the sensor which can provide this information. For
instance, several sensors can be deployed in a city, along a river, and the people just
want to know if the water level is above a given threshold to alert the citizens, and
not the IP address of the sensor that detected it. For a technical point of view, it can
be different (e.g.; IP vs. CCN based networks for instance).

When designing a solution, one should take into account the reliability and
the availability of the system. Typically, we might wonder if only one sensor will
be deployed to monitor/meter and provide the information or if several can be
deployed forming a redundant system (or collaborative system). In this case,
we need to think about the naming and the retrieval of information.

In the same direction, we can imagine to have one sensor collecting and pro-
viding only one information, but also one sensor collect and providing several
information, depending on how it is designed. It has an impact since less sensors
might be necessary to provide more information, but they would be more complex,
and thus maybe more expensive. For the networking issues, it means that a single
sensor might be requested to obtain different information and thus the naming of the
device and the naming of the information should be well specified. It also means
that this sensor might be connected to different server and with the issues for
networking the sensor and the server.

There is not a single valid architecture for IoT systems, since IoT covers a very
large scope, but the architecture (and the technologies related) should be defined in
such a way to be applicable to most of them.

4.6 Mobility

The IoT includes many use-cases: we can have fixed sensors (light, metering, etc.)
but we can also imagine mobile sensors (e.g., part of human devices or cars or
drones). In this case, the network should take into consideration the mobility of
such sensors in an efficient way. It should be fast, reliable and energy-efficient.

We can also have sensors communicating together or toward moving receivers.
The mobility of the receivers should then also be taken into account to ensure that
data are efficiently transmitted to the receivers. This mobility aspect is critical to the
network part and is a critical requirement of the underlying technology.

The semantics of ICN natively support mobility. Indeed, with CCN, the interest
packets leave a trail pointed back to the location of the requester and the data packet
is transmitting using this trace (following the reverse path). If the user moves or the
sensor moves, via this connectionless protocol, CCN supports mobility.



16 B. Mathieu et al.

4.7 Migration/Interconnection

As IoT will require a new infrastructure to coexist with a legacy infrastructure,
integration and migration issues come into play. A key technical challenge is to
allow the new infrastructure to support new functions and services while at the
same time being able to communicate with the existing Internet and leverage the
current functionality. It is impossible to replace a new infrastructure of this scale in
one swoop, therefore the architecture design must include the transition phase
where both legacy and proposed architecture coexist.

Another tough question is related to the interconnection of IoT Systems. Will
IoT systems be deployed independently and run in an autonomous way, each
having its own sensors, its own network infrastructure and its own collecting
architecture and platform? Or can some be aggregated for providing information
about different things at the same time, using the same infrastructure? Will the
service platform be specific and isolated platform for each IoT service or will it be a
generic one? Will we have only one networking infrastructure that can allow to save
money and improve the management of the IoT systems, but with the required
deployment/configuration steps? Several architectures can be designed according to
the objectives and the agreement between actors.

CCN researchers are investigating a migration path to evolve from the current
architecture to a full fledged CCN architecture. First CCN can be implemented as an
overlay on top of IP, as CCN enables such configuration. Gateways or others
networking intermediates could help as well. But IoT could also be viewed as an
opportunity to deploy new network architectures as a significant share of the
infrastructure would be deployed in a self-contained manner at the edge of the
existing network. For new IoT networks, CCN could then be a very good candidate.
This part still has to be fully designed and also depends on the use-case and the
deployment requirements.

5 Use-Case: Retrieval of Physical Objects in Smart Cities

In this section, we present as an illustration a use-case we have defined, which
highlights the benefits of a CCN-based infrastructure for IoT networks. This
use-case is related to Smart City and can be entitled as “Retrieval of Physical
Objects in Smart Cities”.

This use-case aims at being able to detect and trace tagged items, which have
been declared as lost or stolen by their owners. We hope to demonstrate the ease
with which CCN allows to implement and deploy this use-case.
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5.1 Scenario of the Use-Case

We consider the following scenario: first, a tag is a passive (or almost passive)
device. It may broadcast a unique identifier (tag ID) at periodic interval, using a low
power transmitter (blue tooth or low power wifi or even RFID). We assume this tag
is attached to, or part of, an object such as a smartphone, a laptop, a musical
instrument, a bicycle, etc. The tag ID is a globally unique identifier, which is
assigned once and is static. Therefore, the tag it carries can uniquely identify the
object.

This tag can be inserted during the manufacturing process when the object is
built. The tag ID is known by the object’s owner, who registers it with the discovery
service.

When an object is lost or stolen, the owner notifies the service by declaring the
tag ID of the lost or stolen objet to the service platform (e.g.; Web site of the
service).

The platform then sends a message to the CCN-based IoT network with the tag
ID of the object, via the IoT gateway. This interest will be propagated into the CCN
network all the way to the final nodes, the sensors placed in the infrastructure and
the mobile devices.

This interest will stay in the PIT of the CCN nodes until it is satisfied. The
service platform regularly re-emits the interest of the searched tag IDs (lost objects)
to announce the objects are still to be detected.

The sensors are equipped with a tag detection mechanism (the counterpart of the
tag deployed in the objects). We can imagine a RFID-like mechanism but the range
is short, or a Bluetooth protocol or another wireless protocol enabling the detection
of IDs at the wider range.

When a stolen object is passing in the detection range of a sensor, this node will
detect the ID, compare it to the list of missing IDs it has received via the CCN
interest messages, and if the ID matches a missing object, the sensor will send back
an information message to the service platform, including together with its location
the tag ID and the time of observation. This data packet will follow the trail of
interests all the way back to the service platform. This will allow the service to
locate the lost object.

If the object is moving, then another sensor will detect it and can also send the
information towards the service platform (for this, the service platform should
re-send an interest for the ID, so that other sensors can reply back to it). If the new
interest arrives after the data from the next sensor, then the data from the next
sensor is retrieved from the cache to be sent immediately to the service platform.
This allows to trace the mobility of the stolen object.

When the object has been detected, the service platform can notify the author-
ities or the owner about the location of the stolen/lost object, so that it can be
retrieved by its original owner.
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Fig. 2 Synoptic of the use-case of the retrieval of missing objects

Once the object has been retrieved by its rightful owner, the Tag ID is removed
from the list in the service platform and the service platform will no longer generate
Interest messages for it.

Figure 2 depicts this use-case.

5.2 Networking Architecture

Concerning the networking deployment architecture, three main options are
possible:

e A full CCN-based network, including the IoT network, the aggregation network
and core network toward the service platform.

e An IP-based IoT network, with an IP/CCN gateway to reach the service plat-
form using CCN.

e A CCN-based IoT network with CCN/IP border gateway to reach the service
platform using the IP connectivity.

All possibilities are introduced in the research works, each one having its own
advantages and drawbacks.

In this study, we focus on the last one (see Fig. 3), which is the most realistic for
us. Indeed, the IP core network is largely installed, used and it is difficult for a
network operator to decide the deployment of a new core technology. It might be
done incrementally, using for example, virtualization techniques, but this would
require more work than the alternatives.

Concerning the network architecture, the basic idea is to have objects connected
to the IoT networks (e.g. smart city environment), and having Internet connectivity
(to reach platforms servers) via a gateway.

The gateway will be in charge of receiving IP-based requests from the servers
and converting them into CCN interest messages sent into the IoT networks (and
the reply back as well). We can imagine to have several services requesting same
information. The CCN-based infrastructure allows to cache contents on the nodes



Towards the Usage of CCN for IoT Networks 19

et
Ras| s
S

4

Service
Platform

I
G

4
L -2 CCN-based

loT network IP Intemnet

CCN/IP

'”" ‘-1 Gateway

Fig. 3 Global networking architecture

on the path. Therefore, the gateway, can temporally cache contents for a limited
time, for replying to incoming requests.

5.3 CCN-Based IoT Sensors

For the system to be operational, sensors should include a CCN stack so as to
understand the interest messages and to eventually reply to them if the tag ID has
been detected in the proximity of the sensor.

In order to detect the tag ID, a Bluetooth LE V4.0 interface is required on those
sensors, since we decided to use the Bluetooth wireless signal between the objects
and the sensors.

In our implementation, we use a Raspberry Pi model B as the hardware for the
sensor. We installed on the Pi the Raspbian operating system, designed for such
small devices. We compiled and installed CCNx to be run on this Raspbian OS, for
the CCN-based infrastructure. Finally, we plugged a CSR USB Bluetooth V4 dongle
for the wireless communication.

A script scans for bluetooth IDs at regular interval, and keeps a log of the
encountered IDs at the Raspberry Pis. For the tag, we use the Bluetooth interface of
a cell phone or laptop, which is easy to turn on or off. If the Paspberry Pis see the
desired tag ID, a response to the interest CCN message is generated and propagated
back to the server.

Figure 4 presents this CCN-based IoT sensor.

This implementation is done for demonstration purposes. But for large-scale
commercial use, we assume that the network operator has already deployed a set of
network elements for other services and that it could use them, just adding the
detection module. It could be a corresponding radio added to different elements of
the network infrastructure, such as a low power Bluetooth radio attached to base
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stations, microcell base stations and home user’s box. As such, the cost to deploy
the service is incremental: it does not require a specific dedicated infrastructure.
Furthermore, an operator could deploy the sensing application also onto the devices
of its customers. A cell phone carried can detect the tag ID as well.

5.4 IP/CCN Gateway

As seen in a previous section, we promote the use of gateway for converting
IP HTTP messages into (resp. from) CCN messages. The gateway is designed in
order to manage incoming HTTP requests (and reply to them) and to initiate CCN
interest messages and get back the data.

For this, the gateway should have a HTTP server. We advocate the use of a light
server. We have developed our own light web server, just for our specific purposes.

The gateway should also manage the CCN stack, and the memory space for the
content store might be limited, since it can be used for directly replying to request
coming from different servers but in a short time. If the information has been
requested a long time ago, the value could have changed since. Otherwise, the
content store can be used.

We could also imagine a secure access to the gateway. We do not focus on this
feature in this chapter, but just mention it, since it can be taken into consideration
for further work.

The following Fig. 5 describes the internal functional architecture of such a
gateway.
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5.5 Protocols

For the protocol itself, we can think of a REST-like protocol. For instance, the
service platform can send a HTTP POST message with the Tag IDs of the missing
objects to the gateway.

The gateway will then convert the POST request into CCN interest message with
the searched tag ID. This interest is transmitted into the CCN-based IoT network
and the sensor detecting the object with such a tag ID can reply back to the gateway
using the reverse path, with the Data message containing the tag ID and the location
of the sensor.

Upon reception of this Data message, the gateway will send a HTTP POST
message to the service platform containing this information.

5.6 Call Flow

Figure 6 gives an example of a possible call flow for a centralized service platform
aiming at looking for a missing object in two different cities. The service platform
contacts the cities’ gateway using the [P HTTP protocol. The gateway converts the
request into interest messages, sent in the CCN-based IoT network. Sensors
detecting the tag ID of the object, reply with the Data message. Finally, the gateway
sends back the location information of the detected object to the service platform
with a HTTP message.
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5.7 Graphical User Interface

We have developed a web portal using the framework node.js as a HTTP server and
HTML 5 for the GUL

The web portal allows users to create an account to the service, then to register
their valuable objects (we use a mongoDB database for storing users’ information).

We assign a location to each sensor of our testbed to replicate a realistic
deployment in a city at the large scale. When a user loses her item, she can connect
to the portal to make a search by simply entering the item name. The portal will
then display on a map the location of the lost item (this is actually the location of
the sensor that has detected the close proximity of the object).

Because the user have already registered her item before losing it, we also
imagine that as soon as a sensor detects the item, a notification by email, SMS or an
alert in a mobile application, will be immediately sent to the user.

Figure 7 shows the GUI of our demonstrator.
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6 Conclusion

In this chapter, we have presented how CCN could be advantageously used for IoT
networks, with the many interesting features CCN presents and which related IoT
challenge they could solve. The list of challenges is still large, depends on the
use-cases and not all should be addressed for a specific use-case. But this list shows
that CCN can present an interesting opportunity for IoT networks in general. The
research community is starting to investigate this IoT use-case for CCN and some
papers are now published. Several networking architectures can be envisioned,
from a complete CCN-based network infrastructure to a combined IP/CCN solu-
tion. In this chapter, we have presented our view, which is to have a CCN-based
IoT network, connected to the IP network via a IP/CCN gateway, to reach the
service platform. The design of this infrastructure is presented in the document.

We have presented a use-case for CCN in Smart Cities, which leverages the
operator’s infrastructure to provide value-added services for the network operator.
This use case involves detecting and retrieving objects and spans the Internet of
Things and cyber-physical systems. In our use-case, the application semantics
match almost exactly the CCN abstractions and APIs. The point of the demo is to
implement this function on top of CCN. It is of course possible to implement it over
IP, but we wish to demonstrate the ease with which CCN enables us to deploy this
function. Basically, CCN enables to send an interest with the tag ID that we are
trying to locate, have this interest be distributed throughout the network, and to
have a response to the interest (namely, a sighting of the target tag) be delivered
back to the origin server. These are native semantics of CCN, and therefore come at
no cost for the tag location application developer.
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To conclude, we advocate that CCN easily, cleanly and natively supports some

features which could be very helpful for IoT networks and that it is a significant
advantage over using IP networks in such a system.
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On the Track of SG Radio Access Network
for IoT Wireless Spectrum Sharing
in Device Positioning Applications

Jordi Mongay Batalla, Constandinos X. Mavromoustakis,
George Mastorakis and Konrad Sienkiewicz

Abstract This chapter discusses equipment positioning, which has a large range of
potential applications from per-user advertisement, through elderly-care until cop
security. We propose a general system based on passive measurements that, in
contrast to currently available solutions using one specific technology (e.g., Wi-Fi),
runs in multi-technology environment. This means that it is possible to position
radio equipment using any of the radio technologies: Wi-Fi, Bluethooth, RFID and
other technologies based on IEEE 802.15.4 operating in the 2.4 GHz band. Thanks
to that, our platform will significantly increase the number of monitored users.
Service of abovementioned technologies will be implemented by means of a
common hardware platform, using time multiplex in the radio space. Such a
solution eliminates interference between antennas from different technologies and
provides higher positioning accuracy at the same time. A second important feature
is the openness and programmability of the platform, which distinguishes our
solution from similar solutions on the market and is one of its competitive
advantages.
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1 Introduction

The application discussed in this chapter is confined to human behavior analysis. It
is based in collecting data from users in order to arrange statistical data enabling
optimization of marketing activities and thereby increase revenue and improve
operations efficiency. In addition to marketing, users’ data collection is useful for
several other applications such as security or elderly-care. Users’ data collection
requires monitoring systems characterized by limited (or lack of) user activity,
round-the-clock operation and tools for analyzing collected data according to the
customer expectations. The customer (beneficiary) of the system will be its
administrator, or companies interested in having information of the behavior of
potential users. It is assumed that the users, i.e., the owners of devices (e.g.,
smartphone), are not constrained to install any new software in their own devices.

The users’ data collection in marketing may innovate/improve operations such as
to control the frequency of visits to a shopping center, to differentiate users with
regard to visiting purpose or purchase, to identify users from the population on the
basis of technical data, to monitor staff and comparison with revenues, to make
heating maps (human activity) into shopping centers, and many other potential
functionalities.

From the technological point of view, the system could be based on users’
hardware or be fitted with a special device that communicates with the users’
devices. In this chapter we propose an implementation of a system that aims to
monitor the current location of user devices located in buildings (e.g., shopping
mall) without the explicit awareness from the users. This means, in turn, that the
positioning process will be carried out mainly based on infrastructure held by
administrator and there is no possibility to install a dedicated software on localized
devices. These assumptions mean that the proposed solution should be based on
measurements of the power of Received Signal Strength (RSS) radio signal under
different technologies, most frequently used by the users. At the same time the
measurement of RSS is performed during normal operation of monitored devices
(e.g., during update of the list of active access Wi-Fi access points) and does not use
additional features requiring support from the application layer. The use of location
technologies which requiring support (interaction) from the localized device is
inefficient in the most scenarios, since such an approach causes a significant
reduction in the number of monitored devices (only belong to users who have
consciously made the appropriate configuration).

At the control plane (MAC and routing layers), the proposed platform groups
together the considered technologies into an open and programmable platform,
which is easily adaptable to concrete requirements from the administrators of the
equipment positioning system. Therefore, the full support of each radio technology
will be implemented on the basis of the software without the need for dedicated
hardware resources. In this way, it will be possible to use the protocol defined by
the IEEE 802.15.4 standard instead of a closed expensive ZigBee solutions, which
leads to reduction of the costs of the products. The undoubted benefit of using a
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single hardware platform and software level technology support (eliminating
expensive hardware acceleration) is much lower cost of transmission and reception.
In result, much more antennas can be deployed in a given area, which significantly
improves the accuracy of positioning.

2 Requirements for Users’ Data Collection System

The first requirement of the system is that it should allow for monitoring/locating
the greatest number of people moving in the monitored areas, therefore it is
desirable to use for this purpose radio solutions implemented in different tech-
nologies that can be developed into the devices owned by the users. In particular,
these technologies include: Wi-Fi, Bluethooth, RFID, other systems based on IEEE
802.15.4. It should be noted that although there are solutions for locating objects
inside the rooms, which use more than one technology, there are no solutions which
provide support for all of the above technologies. Current solutions usually use no
more than two technologies for locating the users’ devices: one of which is usually
Wi-Fi technology, and the second one, depending on the approach, may be one of
the following: Inertial Measurement Unit (IMU) [1] bluethooth [2], ultrasound [3].

Parallel monitoring of devices implementing several technologies may, on the
one hand, significantly increase the number of monitored devices (users) and, on the
other hand, it increases the complexity and cost of the system. Furthermore, due to
the fact that most of the abovementioned technologies operate in the same fre-
quency range—2.4 GHz, interference between the systems results in reduced
positioning accuracy.

In order to avoid cross-technology interferences, we propose to use common part
of the radio (antenna system) for all of these technologies. This is possible by the
fact that the abovementioned technologies operate in the same frequency band, and
moreover the system will be used only for the purpose of location of users (no other
data will be sent that require high bandwidth). Common radio access is achieved by
separating the functions, which are responsible for the transmission on the radio
channel and the control functions (including higher layers). As a result, the control
functions (including MAC and network layers) may be fully programmable on
software-based platform, as well as it is possible to use virtualization technologies
taking profit of its benefits (e.g., modularity).

Figure 1 shows the architecture of the proposed system where the technology
controller will be developed on virtualization software platform.

The proposed solution involves that the radio part will alternately serve each one
of the abovementioned technologies (time division will be applied). In accordance
with [4], the coexistence of multiple wireless device depends on three factors:
frequency, location in space and time. The individual radio networks will be able to
function if it differs in at least one of the above factors. In our case, since we use the
same antennas (which means the same frequency and position), the coexistence of
multiple technologies can be implemented only with time division. The two main
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Fig. 1 General diagram of the proposed system architecture

advantages of this solution is the lack of interference between devices from different
technologies (because at the particular time, antenna set performs the functions of
only one technology) and significantly lower cost of implementation compared with
parallel installations for each of the technologies tackled. From the point of view of
the developing system, the most important advantage of the proposed solution is the
possibility of providing more accurate measurements of the objects. This is due to
two factors: firstly, greater accuracy is the result of a lack of distortions resulting
from the coexistence of radio technologies in the community, which are operating
in the same frequency band. Secondly, a much lower cost of radio network com-
ponents allows for deployment of much more antennas in the area, which signifi-
cantly increases the accuracy of positioning.

It is worth to pay attention to the legitimacy of the use of RFID technology. For
the majority of applications, this technology is used to identify objects based on
RFID Tag for short distances (up to tens of centimeters). Obviously, these solu-
tions, due to the small range and the different range of frequencies used are not
suitable from the point of view of our proposed localization system. Nonetheless,
advanced RFID systems operating in the unlicensed frequency band and using
Active Tags (with their own power supply) achieve several meters range, which is
suitable for the purpose of the system in some fields as, e.g., employees monitoring.

3 Big Data Platform and Computational Algorithms

One of the cheapest systems to monitor the current location of user devices located
in buildings may be achieved by utilizing networks in 802.11 standard (Wi-Fi). The
main advantage of Wi-Fi networks is that in many locations the Wi-Fi network
already exists as part of the communications infrastructure. In this case we may
avoid costly and time-consuming process of infrastructure development. Although
Wi-Fi does not include a positioning function at the preparation stage, its radio
signals can be used to assess the location based on the RSS if localized business is
seen from at least three access points. Such a positioning system can be relatively
easily implemented to any devices that support Wi-Fi.
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Basically, there are two types of indoor positioning systems based on the
measurement of the signal strength of Wi-Fi devices. The first is the proximity type
(proximity detection), which uses measurement of the RSS to identify the exact
location and radio signal propagation models [5-7]. It is extremely difficult to
develop an accurate propagation model for each of Wi-Fi access points (AP) in the
room in the real environment. Therefore, the most attempts to measure this method
are burdened with relatively high positioning accuracy error [7, 8]. The second
common type of location based on the measured RSS is the location using the
Fingerprinting method [8—13]. It is based largely on the use of empirical data.
Under this method, the location is usually carried out in two stages: a calibration
stage and the positioning stage. In the calibration phase, the mobile device is used
to measure the RSS value (in dBm) in a number of APs located in the selected
calibration points. Each of n measurements becomes the point of radio maps in
which individual locations are defined by geographical coordinates and the specific
RSS values for each AP. As a reference value of RSS, the average of several
measurements is usually used. During positioning, the mobile device measures the
value of RSS in an unknown location and uses an algorithm to estimate location
using previously created radio maps. Because the rooms have unique signal
propagation characteristics, it can be assumed that each location can be determined
by a unique combination of RSS value. This approach provides a fairly accurate
positioning, even in very complex environments, where modeling of signal prop-
agation is very complicated.

Importantly, the fingerprinting techniques usually do not require a precise
knowledge of the location of access points. Consequently, in practice fingerprinting
method is the most commonly method used for determining the position of objects
in buildings.

Bearing in mind the accuracy of the fingerprinting method, a key element is the
correlation between the RSS measurement and individual points of radio maps. In
practice, it comes down to determine the distance between the two abovementioned
issues, which in terms of statistical maps, shows the contributions of individual
components and uses the correlation between them. In this context, it is essential to
choose an appropriate measure of distance, since it is closely related to positioning
accuracy [14]. In [15], the authors evaluated the different measurements of distance
in terms of their application to fingerprinting type positioning using Wi-Fi net-
works. Among these measures were distances of: Euclidean, Manhattan,
Chi-Squared, Bray-Curtis and Mahalanobis. The tests carried out showed that the
highest accuracy can be achieved using Mahalanobis distance. The confirmation of
this thesis is the use of Mahalanobis distances by several other solutions (e.g.,
[16-19]). In the mentioned solutions, a number of enhancements designed to
increase accuracy were proposed. These enhancements basically take into account
the volatility of RSS value in the algorithms for the same location, which is very
common in real environment. For example, a number of positioning solutions use
the fingerprinting method in order to improve the accuracy of the measurement
called Inertial Measurement Unit (IMU) [1]. The advantage of the use of this
module is a compensation of measurement inaccuracy associated with the
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movement of the user during the measurement procedure. Measurement data
indicating strength of RSS signal are linked to the IMU module data and sent to an
application which calculates the final location based on specific algorithms. It
should be noted that in this approach the final measurement data is obtained from
the positioning device, which excludes the possibility of applying this method in
localization systems based on passive measurements.

In case of Bluetooth technology, construction of locating platform can be based
on various measuring metrics which provide input data for further use of destination
algorithms. There are 4 major metrics: RSS, LQ (Link Quality), TPL (Transmission
Power Level) and IRR (Inquiry Response Rate).

Similarly to the WI-FI case, RSS used in the fingerprinting method described
above is the most popular measurement. Bluetooth technology in LQ connection
status defines the status of the link and maps it into a value from 0 to 255 (255
represents a perfect link status). Tests have shown that LQ parameter depends on
the distance between the transmitter and Bluetooth receiver, which enables the use
of a method based on the above parameter in determining the location. It should be
noted that the LQ parameter is possible to measure when localized device has an
active connection with the master device, which represents a significant reduction in
the application.

It is also possible to measure the power of Transmission Power Level
(TPL) transmission signal in Bluetooth. This parameter is possible to determine
only in the connected state, as in the case of LQ. However, preliminary tests [20]
have shown weak dependence of this parameter on the distance, which virtually
eliminates any location method based on TPL. The last parameter used to locate in
Bluetooth technology is IRR (Inquiry Response Rate), which indicates the number
of responses received in the time interval to inquiries generated by the master in the
process of collating connection. This parameter is mainly used in fingerprinting
method. However, tests showed low accuracy of location measurement based on
this parameter.

Of course, beyond the methods of determining the location based on the mea-
surement of the power of radio signal, one can find in the literature a number of
alternative solutions based on active measurements. These methods may include,
among others: Time of Arrival (ToA) [21], which consists of measuring the radio
wave propagation time between transmitter for which location is determined and
receivers installed in Wi-Fi hotspots. The time measurements obtained from many
access points are further processed by an algorithm for distance approximation of
the localized device. The main disadvantage of this method is the location accuracy,
which is limited to 3 m due to the time measurement accuracy. Furthermore, it
should be emphasized that the method requires a precise time synchronization of
the transmitting and receiving device, and, because of this, this method requires
active measurements.

Despite the use of advanced algorithms, in practice there are a number of
restrictions that significantly affect the accuracy of positioning. Studies in [19]
showed that the RSS value, and thus the positioning accuracy, significantly depends
on the orientation (rotation) of the measuring device. This is due to the radio signal
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irregularities, which causes that the measured power depends on the direction of
orientation of the antenna, components of the reflected radio signal and the prox-
imity of the user’s body, which due to the high water content in the human body
absorbs a part of radio signals [19, 22, 23]. The abovementioned correlations mean
that the measurements of positioning phase in practical applications almost always
take place in an environment different from the measurements of calibration phase.
It should also be noted that usually apparatus with totally different characteristics
are used in calibration and positioning phases. Finally, in a number of practical
applications, there are varying propagation conditions (e.g., client standing next to
another person or a pallet with goods can substantially suppress the signal from the
specific AP), and there may be interference with other systems operating in the
same frequency band. This all results in mistakes in specifying location in enclose
spaces. Therefore, we emphasize the importance of using multi-technology
multi-antenna environment for limiting positioning error. In our system,
multi-technology multi-antenna system combined with fingerprinting method gives
a chance to get sufficiently accurate results. For developing optimal positioning
algorithms we propose to take advantage of best practices, including [17-19, 22,
24, 25].

4 Wireless Access

We propose a radio access that separates physical layer from MAC and network
layers, similarly as it occurs in Radio Access Networks in 5G networks. The main
difference is that our platform requires different modulation for different wireless
technologies.

To reach this objective, the antenna should develop multi-modulator that
cyclically sends frames of each one of the technologies. Thus, the antenna deploys
technology multiplex in time. The transmission and the reception from the users’
devices should be synchronized. This means that when a given technology sends
beacons and waits responses in one or more channels, the other technologies are
disabled (in the radio access).

802.15.4 standard modulates the signal with offset quadrature phase-shift keying
(O-QPSK). Also Bluetooth technology bases on 802.15.4 for the physical layer
implementation,

Wi-Fi technology modulates the signal by means of Differential Binary PSK
(DBPSK) for 1 megabit per second data rate signal, and Differential Quadra-
ture PSK (DQPSK) for 2 mbps data rate signal. However, other extensions of
802.11 standard make use of other modulations and coding mechanisms (e.g.,
802.11b added Complementary Code Keying for 5.5 and 11 Mbps rates).

For higher rates (standard 802.11 g), Wi-Fi deployed orthogonal frequency
division multiplexing (OFDM), where the available radio band is divided into a
number of sub-channels and the final chip sequence is divided and encoded
between the radio sub-channels. The transmitter encodes the bit streams on the 64
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subcarriers using Binary Phase Shift Keying (BPSK), Quadrature Phase Shift
Keying (QPSK), or one of two levels of Quadrature Amplitude Modulation (16, or
64-QAM). Since the modulation as well as the frequency range (2.4, 5 or 60 GHz)
are different for different Wi-Fi standards, the Controller should implement different
Wi-Fi nodes for different standards in the case when devices using different stan-
dards are thought to be used in the scanned place.

At last, active RFID uses dual sideband modulation.

The antenna should implement all these modulators and receive information
about which modulator must transmit the bit stream received from the controller.
Each node of the Technology Controller (see Fig. 1) maps the frame into a stream
of bits that will be directly modulated by the antenna. As an example, the 802.15.4
technology creates the so-called baseband chip sequence, which is the result of the
conversion from symbol to chip as shown in Table 1 (source: Standard IEEE Std
802.15.4™-2011). Each four bits of the raw data stream are converted in 32 chips,
so the baseband chip sequence is eight times longer than the 802.15.4 frame created
by the controller. Therefore, the link between the controller and the antenna should
ensure high capacity (at least 1 Gbps). Moreover, problems with synchronization
may appear for high bitrates and long bit streams. Thus, simple coax cable between
controller and antenna cannot be enough if the number of users located in the
antenna scanning area is high.

The nodes into the Controller send information about the necessary modulation
for each bitstream in parallel to the baseband chip sequence by using the control
link between antenna and controller. The antenna is not aware about higher layers
functionalities (e.g., MAC) which remains under the control of the technology
nodes into the controller.

Table 1 Symbol-to-chip mapping for the 2450 MHz band (source IEEE Std 802.15.4™-2011)

Data symbol Chip values (cO cl ... c30 c31)

11011001110000110101001000101110
11101101100111000011010100100010
00101110110110011100001101010010
00100010111011011001110000110101
01010010001011101101100111000011
001101010010001011101101100111060
11000011010100100010111011011001
10011100001101010010001011101101
10001100100101100000011101111011
10111000110010010110000001110111
01111011100011001001011000000111
01110111101110001100100101100000
00000111011110111000110010010110
01100000011101111011100011001001
10010110000001110111101110001100
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In the opposite direction (i.e., for the communication between users’ devices and
controller), the antenna should be able to specify the demodulation used for
obtaining the bit stream and pass this information to the controller (once again by
using the control link). This information is used at the host of the controller in order
to address the bit stream to the corresponding node.

The antenna performs operations in a cyclical way, so when it sends beacons
from one technology, the antenna waits until receiving the responses form the
devices. After finishing sending and receiving operations, the antenna changes to
another technology and asks for a new bit stream from another technology node. All
the communication for synchronizing antenna and controller should be sent by the
control link.

S Summary and Conclusions

This chapter provides a discussion about indoor positioning systems. We proposed
a system directed to make the monitoring system simpler and, concretely, we faced
up the possibility of bringing the 5G Radio Access Network approach to position
monitoring devices. 5G Radio Access Network separates radio from control plane,
which simplifies the hardware development. In a similar way, we presented a
system for separating radio from control in monitoring antennas, which allows for a
cost-efficient antenna deployment and, thanks to that, increases the measurement
accuracy by increasing the number of antennas in given indoor location.

We analyzed the different algorithms used in indoor location systems (presented
in the literature) and gave some guidelines about the best algorithms that could be
developed in multi-antenna environments.

At last, we presented details of radio access for four different radio technologies:
Wi-Fi, RFID, Bluetooth and other technologies using 802.15.4. We analyzed the
requirements for assuring radio and control separation and introduced some
implementation guidelines.
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Millimetre Wave Communication for 5G IoT
Applications

Turker Yilmaz, Gokce Gokkoca and Ozgur B. Akan

Abstract Mobile communications industry is going through an era of very rapid
advancement as multiple major innovations are about to take place. Fifth generation
(5G) of mobile communication systems is developed to become an all-encompassing
solution to fundamentally every broadband wireless communication need of the
next decade. Since both the communication and electronic technologies are matured
enough, machine-to-machine communication is also about to take off, placing a com-
pletely new set of demands on the wireless networks. As the spectrum is already lim-
ited in the conventional sub 6 GHz bands, in order to generate efficient applications
for the Internet of Things (I0T) within the 5G systems, utilization of new frequency
bands are needed. Comprising, both licensed and unlicensed, ample bandwidth, mil-
limetre wave (mm-wave) band is the primary candidate for adoption. In line with
these, in this chapter mm-wave band is analyzed for use in 5G IoT implementations.
Subsequent to introduction, a brief description of mm-wave band channel character-
istics is provided. Then, enabling physical layer techniques of modulation, error con-
trol coding and multiple input multiple output are reviewed from the 5G mm-wave
point of view. Following conclusions, the chapter ends with open research issues and
future research directions.

1 Introduction

On our way to a connected world with smart devices, the ever increasing mobile
data usage signals high data traffic amount for the near future. According to a recent
white paper by Cisco Systems, global mobile data traffic increased 69 % in 2014 and
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is expected to rise at a compound annual growth rate of 57 % from 2014 to 2019 [6].
Hence, for fifth generation (5G) mobile communication systems, peak data rates on
the order of 10 gigabits per second (Gb/s) are envisioned [57, 58].

Furthermore, wireless communications are also currently on the verge of the next
major evolution, the Internet of Things (IoT). IoT essentially introduces different
number and types of devices, such as RFID tags, mobile phones and all kinds of sen-
sors, to wireless networks, all of which are uniquely identified and capable of object-
to-object communication. These equipments are able to communicate and cooperate
with each other to achieve a given task without the need for human-to-computer
interaction. As a result, the network and data traffic become things oriented, leaving
the traffic generated by human interaction at a small percentage of the total [10].

Millimetre wave (mm-wave) band, covering 30 to 300 gigahertz (GHz) which cor-
responds to wavelengths between 1 and 10 mm, offers large available bandwidths
providing a way to achieve the required high data traffic and rates [53]. However,
the characteristics of electromagnetic (EM) waves in this band introduce a number
of challenges. If these are to be categorized under generic subjects such as latency,
robustness or interference, it would mislead the mm-wave studies towards classical
communication problems. However, with 5G not only the vision of communication
but also the definition of the problems gain a new dimension due to the higher fre-
quencies, which are proposed to be used, have significantly different channel proper-
ties. These challenges do not have major effects on the conventional 2.4 and 5 GHz
wireless local area network (WLAN) channels. However, it is not the case for the 60
GHz industrial, scientific and medical (ISM) band, whose initial wireless personal
area network and WLAN standards are already completed via the Institute of Elec-
trical and Electronics Engineers (IEEE) 802.15.3c [2] and 802.11ad [3] standards,
respectively, or the forthcoming low terahertz (THz) band communication bands
such as 300 GHz [54].

For instance, free-space loss [27] faced in the mm-wave range is seen as one of
the challenges that questions the practicality of mm-wave communication. This is,
together with the effects of atmospheric absorption, why the mm-wave communica-
tion focuses on short distance communications. Hence, there is more emphasis on
line-of-sight (LoS) path. Moreover, multipath propagation analysis differs from the
previous generations and considers these challenges [36, 40], which are addressed
in [14, 41, 49] introducing key mm-wave technologies, such as mm-wave multiple
input multiple output (MIMO), beam forming, advanced antenna techniques includ-
ing phased array antennas and femtocell structures.

Channel properties of both the lower [56] and higher [55] parts of the mm-wave
spectrum are already extensively covered and available in the literature. Therefore,
only an outline of the main properties of the mm-wave band is presented in the first
section. Moving forward, when logical communication requests reach the physical
layer (PHY), which is the first layer in the seven layer Open Systems Interconnection
model, services describing the electrical, optical, mechanical, and functional inter-
faces to the physical medium are provided. Being responsible for transmission of
the message over a physical link connecting network nodes, PHY design is directly
affected by the nature of transmission medium and frequency. Operating in such high
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frequencies whose propagation characteristics are unlike sub 6 GHz bands, mm-wave
PHY is an original and extensive research area. Continuing with the chapter, mm-
wave PHY is discussed under the three main topics: Modulation, error control coding
and MIMO. After discussing the existing literature, conclusion part summarizes the
major points. The chapter ends with the future research directions and open research
issues.

2 Millimetre Wave Channel

The two main loss mechanisms of a LoS communication link are free-space path loss
(FSPL) and atmospheric attenuation. The latter is quantified using the Recommenda-
tion International Telecommunication Union Radiocommunication Sector (ITU-R)
P.676-9 [4], and the changes in the components of and total gaseous attenuations
from 1 to 300 GHz are illustrated in Fig. 1 for the standard ground-level atmospheric
conditions [5]. Rain attenuations calculated for vertically polarized EM waves under
4, 16 and 50 mm/hour (mm/h) rain rates and according to Recommendation ITU-R
P.838-3 [1] are also presented.

In the figure, the specific attenuation lines are given in decibel/m (dB/m) unit. The
maximum total gaseous attenuation value is 2.89 x 10~2 dB/m at 183.374 GHz. This
is 1.55 x 1072 dB/m for the 60 GHz ISM band arising at 60.829 GHz, whereas, the
peak attenuation value for sub 6 GHz bands is 9.57 x 10~ dB/m. Therefore, while
atmospheric attenuation is significantly greater in the mm-wave band, it is not high
enough to have a meaningful effect in the link budgets of connections up to a few
hundred meters. Furthermore, maximum rain attenuation quantities are 3.96 x 1073
dB/m at 200.231 GHz, 9.58 x 1073 dB/m at 171.611 GHz, and 1.99 x 10~2 dB/m at
146.389 GHz, for 4, 16 and 50 mm/h rain rates, respectively.

Fig. 1 Specific attenuation
due to atmospheric gases and N
rain, calculated between 1
and 300 GHz at 1 MHz
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FSPL is computed using Friis’ equation [21]. In Fig. 2, FSPL plots of exemplary
carrier frequencies of 5, 30, 60 and 300 GHz are presented for transmission distances
between 1 m and 1 km. As stated by the equation, a tenfold increase in the frequency
causes a 20 dB rise in FSPL for the same node separation. This rise becomes 27.96
and 21.58 dB when the operation frequency is increased to 60 GHz from 2.4 and 5
GHz, respectively. Hence, mm-wave communication leads to a substantial amount
of additional FSPL, which has to be countered in order to maintain consistent links.

Effects of non-line-of-sight (NLoS) propagation mechanisms are also different in
the mm-wave band, compared to the legacy bands. While absorption coefficients of
anumber of materials are reported to increase with frequency [37], refractive indices
essentially stay the same regardless of the changes in the frequency [28]. However,
because the sizes of mm-wave wavelengths are comparable to the roughness of ordi-
nary surfaces, power of reflected and scattered rays are reduced [25]. Diffraction is
also demonstrated to be practically nonexistent in 60 and 300 GHz [24]. Overall,
effective use of PHY techniques are necessary to overcome the decreased received
power due to the weakened NLoS propagation.

3 Millimetre Wave Modulation

When high data rates are needed, orthogonal frequency division multiplexing
(OFDM) is usually the first modulation scheme to be considered, owing to being
well-known and already used for the LTE (Long Term Evolution). OFDM provides
a way to lessen the multipath effects, achieve high data rates, and allows multiple
users on a single channel. However, OFDM also suffers from shortcomings, about
which many methods have been proposed. For instance, in [44] cognitive radio is
considered together with OFDM. Performance evaluation of LTE access network
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is discussed in [39] where single carrier frequency division multiple access (SC-
FDMA) is used for uplink (UL) to overcome OFDM being asynchronous to the net-
work. Moreover, with LTE-Advanced (LTE-A), OFDM is used together with MIMO
techniques to further increase the data rates [7]. Hence, it can be argued that OFDM
is also a strong candidate for the 5G systems. Though, it is not the only one. In
this section, OFDM, filter bank multicarrier (FBMC), universal-filtered multicarrier
(UFMC) and SC methods are examined. First three methods belong to multicar-
rier (MC) systems, where many subcarriers are used as parallel narrowband carriers
instead of a single wideband carrier to deliver the message.

3.1 OFDM

OFDM is extensively studied due to its use in LTE systems and it is an important 5G
technology candidate as a result of its resistance to multipath distortion and ease of
implementation with fast Fourier transform (FFT) and inverse FFT (IFFT) blocks.
Moreover, orthogonality of subcarriers reduces the effects of intercell interference
and its ability to adapt to phase and frequency distortions allow OFDM to work
with MIMO antenna techniques. Nevertheless, there are two disadvantages that need
to be tackled. Firstly, high peak-to-average power ratio (PAPR) causes problems in
the amplifiers by decreasing efficiency due to linearity concerns. Also, designing
an amplifier that will avoid the distortion caused by the peaks occurring is a costly
process [11, 42]. Secondly, since there are multiple subcarriers allocated next to each
other, OFDM is sensitive to carrier offset and drift [51]. Cyclic prefix (CP) is used
to avoid from this situation. Though, while introducing CP offers advantages such
as creating a guard interval, it decreases spectral efficiency.

3.2 FBMC

FBMC, just like OFDM, belongs to MC systems and provides a solution to spec-
tral efficiency problem. The main difference is, side lobes which create interference
and error propagation are filtered out at FBMC. This way, a bandlimited signal that
increases spectral efficiency without CP is obtained. Although FBMC increases com-
plexity, it also provides better subcarrier separation. Moreover, its ability to achieve
network synchronization is crucial for 5G systems. As a result, while still using con-
venient FFT and IFFT blocks, like OFDM, UL and downlink (DL) synchronization
problems are now eliminated [22, 52].

One other key aspect of FBMC is its compatibility to massive MIMO. FBMC-
based massive MIMO systems enable self equalization, which introduces a number
of benefits considering the reduced number of subcarriers, such as decreased latency
and complexity, higher bandwidth efficiency and lower PAPR. Moreover, pilot
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contamination problem of massive MIMO is solved by the blind channel tracking
property of FBMC [18].

3.3 UFMC

UFMC is another subclass of MC systems. It separates from FBMC in that, while
FBMC uses filtering on each of the subcarriers, UFMC applies filtering to some
subset of those [50]. Hence, UFMC offers better spectral efficiency and robustness
compared to OFDM [8, 51]. Also, since filter length decreases, UFMC possesses
lower latency advantage over FBMC [8, 43].

3.4 SC

MC systems, especially OFDM, have been enjoying a huge popularity due to their
many advantages and ease of implementation. On the other hand, in addition to
employing just one wideband carrier, SC has another major distinction. In MC sys-
tems, equalization and decision take place in the frequency domain, whereas in SC
systems decision takes place in time domain using an IFFT block subsequent to
equalization, and this increases complexity [17]. Though, with the recent advance-
ments in electronics, high performance and low complexity equalizers operating in
the frequency domain became available, raising the interest in SC techniques even
further [12].

SC frequency domain equalization (SC-FDE) and SC-FDMA can be considered
as the linearly precoded OFDM scheme and its multiple access counterpart. The most
important advantage of SC over MC is its low PAPR values. For this reason, in [39],
SC-FDMA is used for UL communication to achieve reduced cost for the power
amplifier and transmit power efficiency by making use of the low PAPR. Finally,
SC is also able to cope with spectral nulls and provide robustness against frequency
offset [33].

3.5 Evaluation

Authors’ direct comparison of some of the important properties of the aforemen-
tioned mm-wave modulation methods are given in Table 1. Additional assessments
are also available in the literature [11, 13, 18, 19, 26, 42, 51].
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Table 1 Comparison of millimetre wave modulation techniques

Property OFDM FBMC UFMC SC
PAPR High High High Low
Latency High High High Low
Ease of High Low Low Low
implementation

Spectral Low High High High
efficiency

Overhead High Low Low Low
Bit error ratio Good Good Very good Depends on SNR
Robustness to Low High High Low
synchronization

errors

Compatibility High High High High
with MIMO

4 Millimetre Wave Channel Coding

Channel coding adds redundancy to the data sequence in terms of extra bits, like par-
ity bits, in order to increase the reliability of the transmission. The encoded sequence
is decoded at the receiver (RX) to extract as much correct information as possible to
detect the errors and, possibly, correct the erroneous bits. This process inevitably
consumes bandwidth and computational power consumption may also become a
serious concern if not considered beforehand.

There are many ways to add the extra bits, which are termed as the channel codes.
In addition to the selection of the code to utilize, a policy is needed to determine the
approach after decoding. There are two such main policies: Forward error correc-
tion (FEC) and automatic repeat request (ARQ). FEC is used to detect and, if possi-
ble, correct the errors and ARQ causes the RXs to request for retransmission upon
discovery of errors. Considering the high propagation loss nature of the mm-wave
channel, the properties of the codes should be arranged in a way to attain the best
possible performances for both error detection and correction. Moreover, combining
the characteristics of the mm-wave channel with the IoT make 5G channel coding a
very interesting and promising research area.

In the literature, both the performance evaluations of the existing channel codes
applied to the 60 GHz ISM band and a number of new and promising codes proposed
for the 5G, together with discussions of their capabilities, are available. To begin
with, performance of low-density parity-check (LDPC) and convolutional codes for
60 GHz OFDM-based wireless communication systems are compared in terms of
frame error rate and decoding hardware complexity. Generally, LDPC codes, which
are also utilized for third (3G) and fourth generation (4G) mobile communication
systems, are acknowledged for their high error correction performance and through-
put, low latency decoding and adaptive rates [30]. On the other hand, convolutional
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codes offer reliable data transfer and high throughput is achieved through paralleliza-
tion. Simulations showed that in both LoS and NLoS cases, LDPC provides higher
coding gains than convolutional coding, which indicates that LDPC is a viable option
also for the mm-wave band.

Recently propositioned channel codes include convolutional (spatially coupled)
LDPC code, which can be interpreted as an enhanced version of the regular LDPC.
Compared to block LDPC codes, convolutional error codes have similar performance
in terms of bit error ratio. However, they offer lower decoding complexity and high
capacity for a wide range of rates [16]. Another category is the non-binary LDPC
codes. These provide better performance at shorter block lengths and higher spec-
tral efficiency, in return for increased computational complexity. Alternatively, polar
codes not only achieve higher channel capacity but also demonstrate advantages
when it comes to multi-terminal scenarios, like relaying and MIMO, which are cru-
cial to the success of real world 5G deployments.

For the coding scheme, one of the proposals is type II hybrid ARQ (HARQ). In
this scheme, message bits are either sent together with error detecting parity bits or
only FEC parity bits are transmitted. Hence, FEC bits are transmitted only if retrans-
mission is requested upon erroneous reception of the message. Moreover, consec-
utively received messages can be used to correct errors. Therefore, if the channel
is good, type II HARQ can function as standard ARQ and achieve higher capac-
ity. Additionally, when the channel is in a poor state, better throughput is achieved
using FEC. These properties enable 5G channel codes to use different rates, i.e.
adaptability, and rate compatibility.

4.1 Requirements for 5G

Iteratively decodable codes, such as turbo and LDPC codes are mainly used by 3G
mobile communication systems. This type of codes have many advantages, like low
encoding and decoding complexities and high error correction performance. With
the 4G, the employed codes were essentially kept the same as LDPC, turbo and
convolutional codes. Though, one 4G policy addition has been the introduction of
HARQ [48, 59]. HARQ observes the channel condition and uses FEC or ARQ
accordingly. Hence, HARQ allows to obtain the benefits of FEC over ARQ in poorer
channel states. As 5G deployments begin, the channel is expected to be less stable
and frequently exposed to interactions from highly mobile agents. Moreover, high
signal degradation of the mm-wave channel would also cause additional problems.
In view of these effects, the channel coding algorithms for 5G need to consider the
following [38]:

» Robust and adaptive coding schemes,
« Low latency,
« Low complexity encoder and decoders,
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« Flexibility in code block size and rates,
o Multi-terminal coding and decoding, and,
» Transmission and computational power efficiencies.

5 Millimetre Wave MIMO

MIMO antenna system is one of the most important enabling technologies of 5G.
The main idea behind MIMO is employing multiple transmit and receive antennas
which communicate on the same channel. Each RX antenna then collects both the
direct and indirect components arriving from the multiple antennas at the transmit-
ter (TX) side. Moreover, combining the advanced antenna methods, such as phased
array antennas, together with the higher frequencies proposed for communications,
antenna dimensions have reduced. In addition to this, due to higher path losses, fre-
quency reuse potential in the mm-wave band is also very much improved compared
to the legacy bands, which enables densification of the base stations (BSs), where
each BS contains a large number of antennas. These antennas are used to serve mul-
tiple co-channel users, which is labelled as massive MIMO [45].

MIMO is mainly divided into two categories: Single user (SU) and multi-user
(MU) MIMO. In SU-MIMO, there are one TX and RX communicating with each
other, and an exemplary 4 X 4 SU-MIMO antenna configuration is illustrated in
Fig. 3. Alternatively, for the MU-MIMO, there may be multiple RXs communicat-
ing with the same TX. An MU-MIMO example depicting two RXSs is also presented
in Fig. 4. MU-MIMO presents some important properties, which can be listed as
increased data rate, enhanced reliability, improved energy efficiency and reduced
interference [29]. These benefits were decisive for the inclusion of MU-MIMO into
LTE-A standard [46]. However, in order to be adopted by the IoT applications of the
beyond 4G (B4G) systems, further improvements are necessary.

As the carrier frequency is increased to the mm-wave range, 5G operation band-
width gets larger too. Also, since the wavelength is reduced, antennas with smaller
aperture areas are now able to provide the same amount of directivity as before,
which allows decreased antenna sizes. Therefore, dense deployments of high

Fig. 3 SU-MIMO structure

TX RX
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Fig. 4 MU-MIMO structure P ]
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capacity small cells can utilize the new ample bandwidths very efficiently. More-
over, as the number of antenna array elements increase, they become able to focus
energy into smaller areas too. This is the general way MIMO increases throughput
and lowers radiation power, leading to energy efficiency for 5G systems [29]. Mas-
sive MIMO also fits this process very well. It scales up the standard MIMO to a few
hundred antenna array elements and allows simultaneous transmission to multiple
terminals in the same time-frequency resource using spatial multiplexing and beam
forming techniques.

5.1 Spatial Multiplexing

There are many ways to send data from TX to RX. To increase the quality of trans-
mission in terms of high robustness, high capacity and low latency, one method is
making use of multiplexing techniques on the data stream. However, there usually is
a trade-off between these parameters and thus, cannot be realized all at once. There-
fore, the correct multiplexing technique should be selected among the options such
as time, frequency, space or code, in consideration of the requirements of the appli-
cation.

For 5G communications, increased channel capacity is the primary system target
due to the expected peak data rates. This necessitates the use of space division mul-
tiplexing, or spatial multiplexing. In spatial multiplexing, data stream is divided to
be transmitted over multiple independent channels in space using different TX and
RX antenna pairs. An illustration of the technique is also presented in Fig. 5.

Spatial multiplexing is considered to be suitable with both the MIMO and 5G
due to the rich scattering environment, large signal attenuation at higher frequen-
cies and channel-unawareness due to high mobility within the indoor channels. For
instance, if there were a channel-aware structure, then introducing only diversity
without multiplexing would increase the system’s robustness since the signal-to-
noise ratio (SNR) values at the RX side would rise. In that case, a linear increase
in the number of antennas would lead to a logarithmic grow in the capacity due
to Shannon’s channel capacity theorem. However, this level of capacity expansion is
not enough to meet the expectations from 5G. The mm-wave channels considered for
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Fig. 5 Outline of spatial multiplexing method

5G networks may encounter channel estimation problems more frequently than the
previous generations. Because the number of receiving antennas exceed the number
of transmitting ones in spatial multiplexing, a linear increase in the channel capacity
occurs [9, 47]. Therefore, spatial multiplexing assists massive MIMO in terms of
capacity expansion.

There are a number of difficulties which might restrain the performance of spa-
tial multiplexing massive MIMO. First of all, if some of the data streams experience
weak channel gains, the total multiplexing gain becomes limited by the spatial cor-
relation. Secondly, spatial multiplexing increases the amount of sources, which may
lead to interference problem in cellular systems [9]. Finally, to achieve a required
level of SNR, diversity is employed together with spatial multiplexing, which leads
to beam forming discussion.

5.2 Beam Forming

Beam forming institutes diversity to the MIMO structures using phased array sys-
tems. When the same information is radiated over multiple TX antennas, some
modification in amplitude or phase is necessary due to the effective radiation pat-
tern. In phased array systems, by altering the relative phases, signals transmitted in
unfavourable directions are suppressed, whereas the rest are emphasized. In addition
to increasing the signal power, beam forming helps with the interference problem
too, if the channel state information (CSI) is available. The latter is also one of the
challenges of beam forming in 5G systems [15].

There is a trade-off between robustness and capacity in MIMO systems. Indepen-
dently, diversity is not capable of attaining the required channel capacity values and
spatial multiplexing is not capable of reaching the necessary SNR quantities for 5G
systems. Therefore, beam forming and spatial multiplexing should be used in MIMO
together to meet the demands of B4G applications.
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5.3 Evaluation

Using spatial multiplexing and beam forming, massive MIMO offers a number
of opportunities for 5G. The main advantages, besides reduced latency, increased
robustness and simplified medium access layer [29], can be listed as follows:

» Tenfold network capacity increase: The capacity increase is obtainable by effi-
cient use of spatial multiplexing, as explained in Subsect. 5.1 [9, 29].

« Radiated energy efficiency rise: Massive MIMO uses very large number of
antennas which are small in size. This allows highly directional energy radiation
into very focused regions, which decreases the energy lost into space, and thus
realizing higher energy efficiency [29]. In [34], UL power savings are analyzed
while keeping track of spectral efficiency. It is concluded that massive MIMO is
able to increase the spectral efficiency while simultaneously achieving energy effi-
ciency with linear processing.

« Availability of inexpensive, low-power components: The major increase in the
number of antennas required for massive MIMO structures compared to the con-
ventional antenna arrays allows the use of cheaper devices in the designs. To begin
with, high-power amplifiers can now be replaced by many low-cost amplifiers that
output lower power. Moreover, massive MIMO architecture make some costly
components redundant, like coaxial cables. In essence, the performance of reg-
ular antenna arrays depend greatly on all elements of the system, making highly
performing devices expensive. Massive MIMO, on the other hand, relies on the
sheer number of its antennas to overcome propagation problems rather than indi-
vidual components, allowing the system to be constructed at much lower costs
[29].

As for challenges, one important performance limiting problem for massive
MIMO systems is pilot contamination. Channel estimation at the BSs are performed
in the time division duplex mode by making use of the reciprocity between UL and
DL pilots. At this point, the frequency reuse opportunity of mm-wave band, which
is considered for the 5G networks, becomes complicated. Reusing the same band of
frequencies results in the use of same pilot sequences. Hence, without any interac-
tion, a BS would receive other terminals’ CSI that share the same pilot waveform.
This will lead to inter-cellular interference, which is termed as pilot contamination
[31].

The effects of pilot contamination on communication links’ performances are ana-
lyzed for different scenarios in the literature [31, 35]. It is shown that attainable data
rates are limited due to it. Several solution methods, such as optimization of allo-
cation of pilot waveforms, clever channel estimation algorithms and new precoding
techniques, are also proposed in order to utilize massive MIMO as planned [23, 29,
32].

Another difficulty is the undetermined channel response to the large arrays.
Because large and small scale fading effects can be different from the few antenna
case, realistic channel measurements need to be carried out [29].
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6 Conclusions

In this chapter, the use of mm-wave band for 5G IoT applications is examined. In
general, path losses of different propagation mechanisms are increased in the mm-
wave band. While OFDM is extensively and reliably used in current communication
systems, modulation techniques with better spectral efficiency are needed to meet
the data rate and network capacity requirements of B4G systems. Mm-wave channel
coding is an active research are that does not currently exhibit a commonly favored
solution for 5G. Theory of MIMO systems is thoroughly researched; though, real
world massive MIMO implementations are distant. To sum up, utilization of mm-
wave band is necessary for efficient IoT applications within 5G mobile networks, and
correspondingly, the research efforts in the area continues to steadily intensify.

7 Future Research Directions

PHY open research issues can be summarized as follows:

1. Modulation schemes need to be evaluated simultaneously with other 5G tech-
nologies, taking into account compatibility within the communication system.

2. Massive MIMO has several problems to be solved before being deployed in actual
networks, such as:

Pilot contamination,

Reciprocity calibration,

Fast, distributed and coherent signal processing,
Hardware impairments, and,

Low-cost hardware manufacturing.

SR

3. Proposed channel coding techniques for 5G need to be experimented and ana-
lyzed in a realistic test scenarios.

A further research topic for mm-wave 5G is Tactile Internet. Tactile Internet
makes use of the expected decrease in latency within a reliable and secure com-
munication link, aiming round trip delay of 1 ms [20]. When the latency is below
this level, human perception cannot notice the delays in the audio and visual inter-
actions. Thus, real time wireless control of objects becomes an achievable goal. In
addition to the reliable obtainment of latency at levels this low, design of electronic
circuitries that can process information at the increased amount and rates is another
difficulty. However, when utilized properly, there are various areas Tactile Internet
will be very beneficial to, including health care, traffic and smart grid applications,
to name a few.
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Challenges Implementing Internet
of Things (IoT) Using Cognitive Radio
Capabilities in SG Mobile Networks

Konstantinos Katzis and Hamed Ahmadi

Abstract This chapter aims at identifying the main design and operation con-
straints, that smart environments are expected to experience within a 5G
wireless/mobile network and how these constraints can be addressed using cognitive
radio networks. This chapter first provides a general description of 5G
wireless/mobile networks and stresses their role in the future wireless communica-
tions with emphasis given on smart environments. Then, the smart environments are
presented based on their architecture characteristic and the applications associated
with their operation. In addition, an overview of various current standards related to
IoT applications is presented followed by the concept of cognitive radio networks
and the available experimental platforms stressing the benefits of employing this
technology in the future 5G wireless/mobile networks. Finally, the research chal-
lenges associated with integrating SG wireless/mobile networks and IoT are outlined.

1 Introduction

Future communications envisage a plethora of wireless, connected, sometimes
‘smart’ devices that will communicate in real time with each other. This is referred
to as the ‘Internet of Things’. Such devices will not only be used for human
interaction alone, but it is expected that there will be a significant demand for
machine type communications. The number of such devices is expected to rise in
the order of tens of billions by 2020 [1], suggesting that there will be a constantly
increasing demand for reliable, wireless connections. These connections are
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Fig. 1 5G is expected to
feature voice, data, always on

connectivity—everything that >,
1G to 4G offered so far but /
better _/
[
1G 2G 3G 4G 5G

expected to achieve latencies low enough that the radio interface will not be the
bottleneck.

Discussion around 5G indicates that there are two schools of thought regarding
its operational characteristics and requirements [2]. The first view presents a
service-led view, which sees 5G as a superset of 2G, 3G, 4G, Wi-Fi and other
wireless standards, integrating greater coverage and always-on reliability. The
second view foresees greater data speeds and significant reduction in end-to-end
latency. However, these views support contradictory requirements, which further
implicate the process of defining 5G requirements. In any case, people have high
expectations regarding the services that 5G will offer and they expect no less that
the services they’ve received so far ranging from simple voice in 1G to high data
speeds in 4G (illustrated in Fig. 1).

Various scenarios have been coined by numerous researchers in academia and
industry in an effort to accurately represent the requirements of such a large-scale,
complex system. Visualizing the future smart environment that is discerned by
polymorphic characteristics, future wireless networks might not necessarily require
a ‘gigabit experience’ across their coverage but users might operate at lower
data-rates depending on the application in reference. Nevertheless, both user
data-rates and network capacity consist the main driver for technological evolution
and both academia and industry are working towards the development of high
capacity and high data-rate wireless networks. Further to the higher capacities and
speeds that future wireless networks are called to support, they will also be required
to provide better performance, cell densification and access to new, broader carriers
in new spectrum.

Part of the capacity growth can be addressed with the existing 3G/4G systems,
but by 2020, it is expected that limits will be reached and 5G technologies will be
needed. Nokia [3] and Ericsson [4] introduced a number of new services and use
cases that will drive the technology such as mobile broadband, mobile media,
connected and self-driving cars, heavy machinery controlled over distances, IoT
and finally massive machine type communications (very large number of
meters/sensors embedded in the field). These use-cases define the operation
parameters that 5G wireless networks will be required to fulfill. As illustrated in
Fig. 2, these parameters are: throughput, capacity, number of devices, cost, latency
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Fig. 2 5G Main operation
parameters

and reliability. Like any other wireless network, performance is subject to spatial
and temporal variations.

Depending on the application, optimization is required focusing on multiple
parameters or just a single parameter with one key performance indicator (KPI). 5G
networks are requested to support such diversity in performance optimization in a
flexible and reliable way. More specifically, 5G is expected to fulfill the following
key performance indicators (KPI’s) [5]:

Provide 1000 times higher wireless area capacity

Enhance service capabilities

Save up to 90 % of energy per service provided

Reduce the average service creation time cycle from 90 h to 90 min

Create a secure, reliable and dependable Internet with a “zero perceived”

downtime for services provision

e Facilitate highly dense deployments of wireless communication links to connect
over 7 trillion wireless devices serving over 7 billion people.

e Enabling advanced user-controlled privacy.

To satisfy the KPI listed above, a new architecture along with new communi-
cation technologies, and new hardware will be required. The requirements that this
architecture is requested to fulfill are listed below [2]:

1-10 Gbps connections to end points in the field
1 ms end-to-end round trip delay (latency)
1000x bandwidth per unit area

10-100x number of connected devices
(Perception of) 99.999 % availability



58 K. Katzis and H. Ahmadi

e (Perception of) 100 % coverage
e 90 % reduction in network energy usage
e Up to 10 years of battery life for low power, machine-type devices

Technically it is difficult for a single platform to address all 8 requirements
simultaneously. This is not a major problem for the future of 5G. As discussed in
[2], it is not necessary to address all 8 requirements since no use-case, service or
application has been identified that requires all eight performance attributes across
an entire network. Furthermore, 6 out of the 8 requirements are not
generation-defining attributes. They are mostly considered as economic and busi-
ness case decisions. More specifically, availability and coverage as well as band-
width per unit area and number of connected devices are expected to be met by
networks that include 5G as an incremental technology, but also require continued
support of pre-existing generations of network technology. In addition, reduction in
energy usage related to the network operation and improving battery life, consist an
important economic and ecological target for future wireless technologies. Again,
the level of improvement for the reduction of power consumption will depend
mostly on the operators and at what level they will make use of the 5G technologies
replacing some of the existing network equipment.

For smart environments, all 8 requirements are important and must be consid-
ered, but each requirement will receive a different level of priority.

2  Smart Environments in 5G Wireless Networks

Some say that 5G will arrive by 2020 and will be able to handle 1000 times more
mobile data than today’s cellular systems. It is also expected that SG will become
the backbone for Internet of Things (IoT) linking up myriads of fixed and mobile
devices, thus forming an ecosystem of smart devices. This section defines what
smart environments are and what are the architectures currently available/under
consideration.

2.1 Defining Smart Environments

These smart devices are expected to form the future smart environments [6] which
will be characterized by three main components [7]: the first one involves smart
objects interacting with the environment they live in, the second component
comprises of the interconnection of smart objects with the network and thirdly the
procedure of life-logging in this interconnected smart environment.

Smart environments such as smart homes, smart offices, smart schools, smart
cars and so on, aim to provide computing and communication services in a con-
venient, seamless, and enjoyable way. To achieve this, users are expected to be able
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to remotely access and control such devices and obtain useful information about
their current state, through various services resulting from the integrated coopera-
tion of possibly heterogeneous communication-enabled smart devices [8]. This
digital eco-system has been formed in the last couple of decades and it is consisted
of computers, smartphones, sensors, cars, appliances, buildings, etc. These devices
will gradually become “smarter” with advanced communicating and cognitive
capabilities enabling them in detecting the nature of the environment they are living
in. Data transfer patterns for such devices are expected to fundamentally differ from
existing ‘human-to-human’ (H2H) internet. M2M communications will feature
low-bandwidth, upload-biased traffic. Many M2M critical applications are expected
to deliver and process information in real time, whereas power limited nodes will
have to be extremely low-power or self-powered (e.g. solar powered) devices [9].

Research and academic institutions are working towards the composition of such
devices that will have the ability to form a sophisticated, ad hoc and cooperative
computational and communications structure operating on technological and
human-centered perspectives. The concepts and technologies that IoT is based on,
have been available for some time now in one form or another. Concepts, some of
which are currently available, are machine-to-machine (M2M) communications,
Radio Frequency Identification (RFID), Location based services (LBS),
Lab-on-chip (LOC) sensors, augmented reality (AR), robotics and vehicle telem-
atics [1]. All these technologies are expected to form an ecosystem of smart
environments, which will feature some sort of communication intelligence running
data over a mix of wired and wireless networks with and without IP. To understand
the smart environment system architecture and the network requirements behind it,
it is important first to picture how smart objects and devices interact with the
network infrastructure in order to be constantly operational.

As illustrated in Fig. 3, the smart environment ecosystem is expected to provide
connectivity to a wide range of devices through a large number of existing tech-
nologies. From 3G, 4G to Wi-Fi and Wi-Max, and from ZigBee to RFID, the

IP Based } Non - IP Based

Smart Ecosystem Smart Ecosystem

Smart Devices Ecosystem Layer

3G 4G LTE PLC . ZigBee Bluetooth

ETHERNET WIiMAX WiFi Barcodes RFID

Network Infrastructure Layer

Fig. 3 Smart environment ecosystem operating on current network infrastructure
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current infrastructure is called to become a single unified platform that the smart
environment ecosystem is expected to evolve.

Multi-service environments pose a series of research and technical challenges for
future wireless networks. Some of these challenges are: how users can discover
services when moving in new environments and how these service interfaces can be
described to allow seamless operation for users moving from one environment to
the other. Another one is how smart objects, part of the smart environment and with
limited capabilities, are able to connect to a wireless or wired network with and
without IP [7]. Are there enough resources to support seamless, speedy, uninter-
rupted operation of users in multi-service smart environments? Is the current pool of
wireless technologies adequate to support this vision or is it necessary that these
services must be supported from the 5SG mobile networks? According to Zhiguo
Ding [6], what currently stands in the way of the IoT are disconnected systems,
which require a unified framework for seamless connection. 5G is a good oppor-
tunity to provide this unified framework in order to prevent fragmented and vul-
nerable networks.

2.2 Smart Environment Architectures and Applications

Smart home is one of the most popular smart environments. Smart homes
accommodate a variety of smart applications which include, smart energy
metering/consumption, smart multimedia and smart home healthcare. Each of these
applications requires different services from the network. For example, smart
multimedia system needs high downstream data rate while smart energy application
that reports the energy consumption to the provider transmits a small upstream
amount of data. To satisfy these requirements different network architectures have
been proposed in the literature for smart homes.

Studying the network architecture of smart homes is important because they
have the biggest market among the smart environments and the network architec-
ture of smart homes can also be used for other smart environments that have similar
features like smart offices and smart schools. Therefore, we review some of the
proposed network architectures for smart homes.

A cognitive gateway centric architecture is proposed in [10] for a smart home
network. In this architecture there are multiple subnets, which are managed and
connected to the outside world through the proposed cognitive gateway. The main
subnets that are considered in this architecture are body areas, personal areas and
local areas. The differences of these subnets are their range, power limitations,
required rate and their technology. The authors of [11] envision a cloud-based
architecture for the IoT-based smart environments. This architecture encompasses a
wide range of devices from low-cost/low-power to compute-rich/high-performance
ones. Other bases of the architecture in [11] are ultra-scalable connectivity and
cloud-based mass device management which support a mix of legacy and new
services and devices. This architecture considers gateways/aggregation points that
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bring the installed short-range sensors online and provide interworking with
different wireless technologies. In other words, the aggregation points are per-
forming the same task as the cognitive gateway does in [10].

A Long Term Evolution-A (LTE-A) oriented architecture for infrastructure
based smart environments is proposed in [3]. The authors propose making use of
user and/or operator deployed femtocells (Home evolved NodeB, H-eNB) to pro-
vide coverage for machine type communication (MTC) devices and absorb their
traffic. This looks like a more general version of the proposed architecture in [10].
Additionally in [12] the authors have foreseen a mid-level gateway known as
H-eNB gateway which directs the traffic of all H-eNBs to the serving gateway,
while the macro-eNB that is directly connected to the serving gateway. The pro-
posed architecture in [12] enable the interconnection with non-3GPP access points
by connecting the trusted non-3GPP Access Points (APs) to H-eNB gateway. The
APs exchange data through the non-3GPP interface with the served MTC devices,
while they appear like H-eNBs to the H-eNB gateway. This reduces the latency of
communications between the APs, and increases the scalability. Figure 4 shows the
proposed architecture in [12].

Smart grids belong to a class of smart environments that the considered archi-
tectures for smart homes cannot be easily applied to them. Unlike smart homes,
smart grids cover a large geographical area. The authors of [13] envision an
architecture that consists of Neighborhood Area Network (NAN), Building area
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Fig. 4 A candidate architecture for smart home environment
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network (BAN), and Home Area Network (HAN). In this architecture HAN
connections are wireless over the unlicensed bands using zigbee or Bluetooth.
Every building connected to the smart power grid has its own BAN that consists of
a number of apartments (HANs). HANSs are connected to the BAN gateway by wire
or wirelessly. For the wireless connection LTE is considered as the main candidate.
A number of BANs create a NAN. The BANS in this architecture are connected to
the NAN gateway wirelessly using LTE.

3 Smart Environment Resources

Many of the devices in smart environments are powered by batteries and regardless
of how accessible these devices are, changing their batteries is costly. This oper-
ation will cost more if the number of the devices is huge and they are in remote
places, for example highways equipped with lot of smart sensors. Therefore, the
energy efficiency of machines and the communication protocols significantly affects
the operational costs of the network for the smart environments.

Smart environments depending on their applications use different spectrum
bands. End-user deployed smart environments (mainly smart homes) normally
consist of short-range devices that transmit on the industrial, scientific and medical
(ISM) band. However, for time sensitive applications like smart health care at home
technologies that guarantee a maximum delay are considered (for instance LTE).
These technologies/standards use licensed frequency bands. Smart grids, smart
cities and other wide range smart environments require longer distance coverage.
Some portion of this is covered by wired connected access points while for some
other parts long distance wireless connection is a must. Cellular communication
using the licensed spectrum is one of the main candidates while cognitive com-
munication on TV white space is another promising solution. Cognitive radio
technology can use the underutilized spectrum of TV bands for opportunistic radio
transmission. Although this technology does not require paying for the expensive
spectrum license, it requires avoiding the interference with the licensed users [14].

Computational power is a resource that significantly affects the power and
spectrum requirements of a smart environment. Cheaper devices normally have
lower computation power, which means that they have to transmit raw data to the
nodes that can process the data to information. Although this is not necessarily a
negative point, the designers of smart environments must carefully select their
equipment. A fiber-connected smart home can easily benefit from various cloud
services while a smart sensor-and-controller unit in a remote location should be able
to balance the energy that it spends on processing the collected data and trans-
mitting them.
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4 Cognitive Radio Networks and Platforms

One of the main forces pushing towards the deployment of cognitive radio
(CR) devices and networks is what appears to be spectrum shortage. Current radio
technologies employ portions of the radio spectrum through long-term licenses and
it is impossible for new users to make use of them. Although the radio spectrum
seems to be highly occupied with hundreds of bands allocated to various compa-
nies, organisations etc., spectrum scarcity largely depends not on how many fre-
quencies are available but on the technologies that can be deployed and how these
frequencies can be utilised.

Currently there is a high demand for high-speed broadband technologies. These
technologies require a substantial radio spectrum for their operation. Furthermore,
operating frequencies must be able to support a mobile, heavily loaded, urban
propagation environment such as we find in 3G and 4G technologies. Alternatively,
there are technologies such as IEEE802.11 (Wi-Fi) and IEEE802.16 (WiMax),
which pose as examples of modern broadband wireless networks. Both of them
operate in the ISM bands. These bands are internationally reserved for purposes
other than telecommunications, which can sometimes cause electromagnetic
interference with communication systems that are using them. Nevertheless, using
advanced mitigation interference techniques, it has been possible to make the most
of these frequency bands and enjoy fast wireless broadband connectivity. Since
these frequencies have been free to use (unlicensed), Wi-Fi has grown to become a
cheap yet fast and reliable alternative to wired networks allowing connectivity to
the internet or even locally for devices such as laptops, smartphones, TVs, DVD
players, cameras etc.

It is therefore clear that the technological market is currently driving the research
and development of communications towards an ever more wireless, high speed,
high capacity types of network that will be able to support smart environments
featuring polymorphic characteristics depending on the application/use-case. The
bad news for the wireless community is that the spectrum map is highly congested
and it is almost impossible to increase the bandwidth of the existing wireless
standards. The good news is that recent studies showed that the spectrum map is
also underutilized [15]. The underutilization of the electromagnetic spectrum lead to
the use of the term “spectrum holes” which is defined in [16] as:

“A spectrum hole is a band of frequencies assigned to a primary user, but, at a
particular time and specific geographic location, the band is not being utilized by
that user.” Spectrum holes are also presented in [17] as potential opportunities for
non-interfering use of spectrum and can be considered as multidimensional regions
within frequency, time, and space. This is provided that the CR systems are able to
sense these holes within a given range of frequencies. Spectrum holes are classified
into three categories. The black spaces, the grey space and the white spaces [18].
Black spaces represent the spectra that are occupied by high power local interferers
for some of the time. Furthermore, grey spaces refer to partially occupied spectra by
low power interferers. Finally, white spaces are free of interferers except from any
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ambient noise in the area such as thermal noise, transient reflections, impulse noise
and broadband thermal noise [18].

Detecting spectrum holes can be tricky and requires capable hardware and
software to carry out this task. Some of the main issues regarding spectrum hole
detection are listed in [18] as the environmental factors, exclusive zones and pre-
diction algorithms. Environmental factors such as path-loss can reduce significantly
the received signal power whereas shadowing can cause fluctuations about the path
loss by a multiplication factor. In [17], authors propose quantile models for
uncertain probability distributions (e.g. for shadowing) while secondary radio
positions have been considered unconstrained. From the results, assuming
multi-user settings, the degree of shadowing correlation has proven highly uncer-
tain. Authors suggest that it might be easier to achieve a firm consensus regarding
the correlation of shadowing across different frequencies for a single radio than it is
to achieve a consensus regarding the shadowing correlation across users. “Weighted
Probability of Area Recovered” (WPAR) is the proposed metric that employs a
discounting-function to weigh the probability of recovering area at a given distance
away from a single primary transmitter.

Some issues that are addressed in [17] disclose areas of spectrum hole detection
that must be addressed in the future. These are the cooperative sensing strategies,
the tradeoffs between the time-overheads and space-overheads. In addition, how the
signal to noise ratio (SNR) walls must be understood in the context of the proposed
WPAR algorithm.

The possibility of employing new technologies for exploiting the spectrum holes
in order to fulfill the requirements of future wireless mobile communications has
been enticing and it formed the basis for developing future cognitive radio
networks.

4.1 Cognitive Radio Definition

There are numerous definitions of Cognitive Radio (CR) and since this area is still
under development, more definitions are expected to emerge. CR has been defined
by Mitola [19] and later by Haykin [18] as an intelligent wireless communication
system that is aware of its surrounding environment and uses the methodology of
understanding by building to learn from the environment and adapt its internal
states based on new statistical variations. Another definition [15] states that a CR
uses intelligent signal processing (ISP) at the physical layer of a wireless system
and this is achieved by combining ISP with software defined radio (SDR). The CR
makes use of its flexible radio and intelligence in order to adapt to fast changing
environments, allows new operating requirements set by the user and follows
requirements dictated by regulations that safeguard the requirements of other radio
users sharing the spectrum environment.

These characteristics, enable CR devices to determine which portions of the
spectrum are available, detect the presence or absence (spectrum holes) of licensed
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(primary) or unlicensed CR (secondary) users. CR users are capable operating in a
licensed band (spectrum sensing) by choosing the best available channel and
coordinate access to this channel with other users. Secondary CR users are required
to vacate the channel when a licensed user is detected. Cognitive radios can offer
numerous advantages compared to the legacy wireless and mobile networks. They
can provide more efficient spectrum usage, ensure connectivity while constantly
monitoring their surroundings for spectrum availability, they are able to dynami-
cally tune to spectrum, based on the location and the time of day, they have reduced
power consumption etc. A radio can be as intelligent and flexible as the current
technology permits. CR is expected to evolve through time until we reach the full
cognitive radio that Mitola described in [19].

The cognitive radio operation is known as a cognitive cycle and it is presented as
a series of processes that are executed by the cognitive engine in order to fulfill a set
of requirements. Mitola [19] first proposed the CR cycle. Simon Haykin also
presented his version of a CR cycle in [18]. Figure 5, illustrates a simple version of
the cognitive cycle that runs continuously on the cognitive engine to observe
spectral opportunities, examine these opportunities, decide what to do, and act to
explore the best opportunities [20].

First step in the cycle is sensing. The CR must feature advanced awareness
capability with respect to the transmitted waveform, RF spectrum. This will be
achieved by measuring the electromagnetic activities due to the various radio
transmissions over a range of spectrum bands and to capture useful information
related to these bands. In order to save energy, a CR must make real-time decisions
about which bands to sense, how often, and for how long. Second step is the
spectrum analysis, which identifies potential spectral opportunities in the sur-
rounding radio environment, also known as spectrum holes. Third step is to decode
the operating parameters based on the analysis completed in the previous step and
decide the set of transmission parameters to be adapted in the fourth step. More
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Fig. 5 Cognitive radio functional cycle
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specifically, a cognitive radio utilizes the information gathered regarding the
spectrum bands identified as available spectral opportunities to define the radio
transceiver parameters for the upcoming transmission(s) over such frequency bands.
The set of transceiver parameters to be decided are subject to the limitations of the
underlying transceiver architecture. Operating parameters might involve the com-
munication network, geography, locally available services, power availability, user
needs, language and security policy.
A good performing CR is expected to:

. Have low false alarm probability: Maximize secondary (CR) users
. Low missed detection probability: Minimize primary (legacy) users experienced
interference

3. Responsive in taking decisions in a limited amount of time (before interfering
levels change again)

4. Form a Cognitive Radio Network (CRN) that can support an efficient secondary
user network structure centralized or decentralized (distributed).

5. Have good integration with the upper layers.

[\

Moving from a fully regulated spectrum to a loose and perhaps fully unregu-
lated, requires to first convince the local regulatory bodies, that existing licensed
systems will not be disturbed by CR devices. After all, this is a one-way street
towards finding capacity for all these wireless devices and applications. Secondly it
is necessary to present the benefits to the licensed service providers when they share
their frequency bands. FCC in USA, led by its chair Michael Powell has been
working to update the way spectrum is managed. This effort is based on three main
strands [21]:

1. Spectrum reallocation: reallocation of bandwidth from government and other
long-standing users to new services such as mobile communications, broadband
internet access and video distribution.

2. Spectrum Leases: Permitting existing licensees to use their spectrum for new or
hybrid services or by leasing their spectrum to third parties.

3. Spectrum Sharing: This is the allocation of an unprecedented amount of spec-
trum that could be used for unlicensed or shared services.

Recently, there have been examples where regulators decided to change the way
they manage various radio spectrum bands and allow new innovative wireless
technology to deliver high-speed broadband communications. For example, FCC
has recently announced it will adopt new rules and policies to make 150 MHz of
spectrum available between 3550 and 3700 MHz for mobile broadband and other
commercial use, which was previously locked up by the U.S. Department of
Defense (DoD) [22]. It is expected that consumers, businesses, and government
users will benefit from these changes in the spectrum allocation as the new rules
proposed, will support protect incumbent radar systems from interference but most
importantly it will make additional spectrum available for flexible wireless
broadband use, leading to improved broadband access and performance for con-
sumers. Furthermore, Ofcom (UK) announced that it will allow a new wireless
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technology access to the unused parts of the radio spectrum in the 470-790 MHz
frequency band. Ofcom refers to the TV band and more specifically to the TV
White Spaces (TVWS). It is expected, that new technology, known as white spaces
devices, will share this band with the existing uses, Digital Terrestrial Television
(DTT), including local TV, and Programme Making and Special Events (PMSE),
including in particular wireless microphone users [14]. Related IEEE standards that
are currently under development and look into developing cutting edge technolo-
gies to take advantage of this spectrum are IEEE 1900 coordinated by IEEE
DySPAN-SC (formerly known as Standards Committee 41) [23] as well as
IEEE802.11af [24], IEEE802.22 [25] etc.

4.2 CR Platforms and Testbeds

Cognitive Radios (CRs) and Cognitive Radio Networks (CRNs) can be used as the
main platform for implementing a 5G wireless/mobile network. CRNs can support
the polymorphic requirements of the future wireless/mobile applications and they
can support IoT implementation.

Current research and development activities in the area of CRs, have been
pushing towards the development of different versions of CR engines running on
different types of platforms. In all cases the aim is to verify whether CRs disturb the
primary (legacy) users or not as well as to prove its potential in terms of the overall
system performance. The various types of CR platforms available ensure that there
is enough competition to drive the research and development community into
developing the best possible platform. Current CR platforms still have a long way
to go to achieve a fully cognitive radio. This is because of the hardware limitations
posed by the current technology as well as the spectrum sharing restrictions posed
by the local spectrum regulator. Nevertheless, CRs have come a long way thanks to
the reconfigurable platforms that are currently available in the market. The plat-
forms have been based on digital radio and computer software. In fact, software CR
platforms can be defined as the evolution of Software Defined Radios (SDRs).
SDRs have been around for more than 20 years. They were first introduced in the
analogue modem industry where manufacturers implemented the modulating and
de-modulating algorithm in software rather than in hardware, thus enabling users to
upgrade/change the communication standards using the existing hardware. SDRs
nowadays have become faster, more flexible and in general better in utilizing the
radio spectrum and allowing real-time reconfigurability. They have also improved
compatibility and coexistence with different wireless standards. This has been
achieved by implementing the CR functionality on a software-based platform,
which performs the modulation and demodulation of the radio signals. Currently
there is a considerable number of available software and hardware CR platforms
mainly used for experimental purposes. Some of the main software platforms are:
GNU Radio, IRIS, ASGARD. Combining these with the appropriate hardware RF
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front such as USRP2, BEE2, VESNA or WARP it is possible to create what is
known as a CR testbed [26].

CR testbeds such as XG Program, CREW, VT-CORNET, VESNA, IRIS and
FP7-SAMURALI have been designed and deployed in the last few years to evaluate
and improve the overall performance for cognitive radio networks. Cognitive radio
research community requires that these testbeds are equipped with appropriate
capabilities to allow examining complex interaction between physical and network
layers. In order to achieve this, cognitive radio testbeds must employ [27]:

. Real-time baseband processing for spectrum sensing.

. Agile transmission with high computational throughput and low latency.

. Integration of physical and network layers on embedded processors.

. Sufficiently wide bandwidth radio front end with spatial processing capabilities.

. Central processing of information exchange between multiple radios for con-
trolled physical and network layer development and analysis.

6. Ability to perform controlled experiments in different propagation environments

such as indoors or outdoors.

O O R N R

The testbeds listed above have surfaced several potential issues concerning the
design and implementation of the cognitive radio networks [26]. In order to achieve an
optimal configuration, it is necessary to maximize the multiple objective fitness
function [28, 29] that quantifies the advantages of choosing a given system (and
network) configuration with respect to others. Such fitness function shows how well a
given system configuration performs towards achieving its optimum operation [26].

Cognitive Radio Testbeds provide the means for evaluating CR systems and in
extend future 5G networks and implementation of IoT/M2M/etc. Designing and
implementing a testbed for 5G networks can be challenging. It requires well defined
requirement analysis of the IoT/M2M/etc. application is intended for looking at
availability, high throughput, reliability, energy efficiency, etc. Testbeds are based
on software and hardware CR platforms that can play an important role towards the
establishment of cognitive radios delivering 5G networks. They can demonstrate
the operation of future 5G networks delivering IoT/M2M/etc. and its impact on
legacy systems or other CRNs, but most of all they are contributing towards raising
the confidence of regulators to proceed with the legal framework and allow
potential use of the spectrum by CR enabled systems.

5 Current Standards and Application Scenarios

After introducing smart environments, their communications system architecture
and their required resources, in this section we discuss the communication standards
for these applications. Different communication standards are used based on the
types of devices in the smart environment and their resources and limitations.
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5.1 Indoor Smart Environments

In this type of smart environment, the devices are operating on ISM band and
therefore spectrum price is not a challenge. However, congestion and efficiency will
become an important issue. Since energy is an important issue for many of machine
type communication devices standards, ZigBee and Bluetooth have taken that into
account, while standards like Wi-Fi where more successful for the devices that
needed higher transmission rate with lower energy limitations.

Bluetooth over IEEE 802.15.1 standard is designed for short-range transmission
between cheap devices to replace cables [30]. This includes computer peripherals
like mice, keyboards, and headsets. Bluetooth range is about 10 m and operates in
the 2.4 GHz band. Bluetooth networks are master-slave, where slaves communicate
only with their masters in a peer-to-peer fashion. A master device and one or more
slave Bluetooth devices create a piconet and a collection of operational overlapping
piconets form a scatternet that enables the information to flow beyond the coverage
area of a piconet.

ZigBee over IEEE 802.15.4 supports low rate short-range communications for
devices that are simple and low cost. ZigBee provides self-organized multi-hop and
reliable mesh networking with long battery lifetime [30]. A ZigBee network has
full-function and reduced-function devices. While full-function devices (FFD) can
talk to other FFDs and reduced-function devices (RFD), RFDs can also commu-
nicate with FFDs. RFDs are normally ZigBee devices that are performing very
simple operations. ZigBee considers a star network where an FFD can become its
coordinator.

Wi-Fi over IEEE802.11 is one of the most popular communication standards. It
enables broadband internet connectivity when the users are connected to an access
point. Operating on 2.4 and 5 GHz bands, Wi-Fi supports both peer-to-peer and star
topologies while its coverage area can extend to 100 m. As expected, its high data
rate and larger coverage area comes with a price which is higher energy
consumption.

All these standards have different applications in smart environments. While
Wi-Fi is mainly used for the applications like wireless surveillance cameras that
require high data rate and are connected to power supplies, ZigBee and Bluetooth
are more popular for power-limited applications. The low power consumption of
ZigBee devices and the number of devices that each smart environment can
accommodate made it a promising technology for low-range smart applications like
smart homes, smart offices and smart production lines [31]. Table 1 summarizes
some of the main characteristics of these protocols.
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Table 1 Bluetooth, Zigbee and Wi-Fi parameters comparison

Standard Bluetooth ZigBee Wi-Fi
Frequency band 2.4 GHz 868/915 MHz, 2.4 GHz 24,5 GHz
Nominal range (m) 10 10-100 100

Max signal rate 1 Mbps 250 Kbps 54 Mbps
Max number of cell nodes 8 65,000 2007

5.2 Outdoor/Long-Range Smart Environments

Cellular system is one of the main long distance communication technologies.
However, its higher costs and energy requirements limited its applications in Machine
to Machine (M2M) communications. 3GPP Long Term Evolution (LTE) standard
release 12 introduced a new low complexity device category (“Cat-0"). This defines a
set of reduced requirements enabling these devices to achieve lower complexity and
cost [32]. However, the energy consumption and supporting the massive number of
M2M are the challenges yet to be addressed by LTE-M.

Global System for Mobile communications (GSM) is attracting the attention
of M2M community [33]. GSM is deployed almost all over the world, supports
mobility and it has low energy consumption. These interesting economical and
technical features make it a promising technology for M2M and smart environ-
ments. However, GSM and its extension for packet-switched data transmission, the
General Packet Radio Service (GPRS), are designed for phone calls, web browsing
and streaming applications, which are different from low-rate M2M applications.

IEEE 802.11af is the standard defined for spectrum sharing among unlicensed
white space devices and licensed services in TV white space [34]. This standard
which is also known as Super Wi-Fi or WhiteFi protects the licensed users by
applying a geolocation database mechanism. IEEE 802.11af envisions a geoloca-
tion database that stores the frequencies and operating parameters of white space
devices by their geographic location to fulfill the regulatory requirements. For smart
environment applications, although IEEE 802.11af has lower coverage range
compared to cellular solutions, its lower costs due to the spectrum price made it a
promising candidate.

All the aforementioned standards and technologies have their specific strength
and shortcomings for smart environment applications. However, scalability is still a
challenge, which is not fully addressed.

Weightless is a new cognitive wireless standard for machine-to-machine (M2M)
networking [26]. The network structure consists of master nodes (base-stations)
connected to a high number of slave devices. The use of white spaces results in
extended coverage, while the wireless protocol has been designed to be easily
implemented in low-power and low-cost devices. Devices using this standard are
not yet in the market. However, the consortium of companies that developed this
standard claims that this solution addresses the scalability problem too.
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5.3 IoT and Cognitive Radio Applications

Objects that have communication capabilities found in IoT/M2M/etc. or their
devices are expected to have the capability to observe, think, and understand the
physical and social environments they are asked to operate. They will be therefore
equipped with Cognitive Radio characteristics. Cognitive Internet of Things (CloT)
represents a new paradigm where current IoT devices are equipped with five fun-
damental cognitive tasks: perception-action cycle, massive data analytics, semantic
derivation and knowledge discovery, intelligent decision-making, and on-demand
service provisioning [35]. Authors in [35] define CIoT as “a new network para-
digm, where (physical/virtual) things or objects are interconnected and behave as
agents, with minimum human intervention, the things interact with each other
following a context-aware perception-action cycle, use the methodology of
understanding-by-building to learn from both the physical environment and social
networks, store the learned semantic and/or knowledge in kinds of databases, and
adapt themselves to changes or uncertainties via resource-efficient decision making
mechanisms”. In [36], a cognitive management framework is presented, where IoT
supports sustainable smart city development, through autonomic selection of the
most relevant objects for the given application. The cognitive management
framework focuses on how to hide heterogeneity of connected objects, how to
ensure resilience of a dynamic service provisioning, how to instruct systems to
assess proximity between IoT applications and “useful” objects and how to use
cognitive technologies to provide intelligence while minimizing user’s intervention.
In [37], Cognitive Internet of Things (CIoT) is viewed as an integration of the
current IoT with cognitive and cooperative mechanisms aiming at enhancing the
overall performance and achieve intelligence.

Several IoT applications have emerged and many more are still to come due to
the synergies formed between consumers, businesses, industry and the Internet [30].
These synergies will further enable the connection of intelligent things into our
lives. These things are expected to produce and transmit useful data by sensing and
monitoring the environment we live in, thus helping creating new services. These
services would not be possible without this level of connectivity and analytical
intelligence. The use of future IoT platforms is directly related to continuous
evolving technologies such as cloud, things, and mobile. Further to these tech-
nologies, 5G and CRNs consist a decisive factor for the evolution of the future
CloT platforms and their applications.

Figure 6 illustrates how the device layer, that is consisted of sensing, embedded
processing and the connectivity sections is managed by the software layer, which
alters the physical parameters of the CIoT platform. The CIoT platform can be used
as the basis for the implementation of a number of novel applications such as Smart
Energy, Smart Parking, Smart Homes, Smart Grids, Smart Lighting, Smart Cars,
Smart Tags, Smart Health, Air quality Control, Search and Rescue, Smart Fire
Monitoring, etc.
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Fig. 6 5G and CR pushing towards rapid development of a CloT platform carrying smart
environments and associated applications

In all applications listed above, CIoT can ensure that the reconfigurable type of
networks formed, along with the ability to intelligently sense their environment to
make any appropriate decisions, can prove beneficial for both Quality of Experience
(QoE) and energy conservation. Sensor nodes will hierarchically manage their
communication to reach the end user through coordinated and optimized data
aggregation.

A CR type of wireless network is expected to be employing a loose type of
channel assignment algorithm that enables IoT or any other type of wireless nodes
to freely choose the best possible channel for their communication. After all, CR
networks philosophy is to embrace the freedom of frequency allocation. Never-
theless, taking advantage of this kind of freedom does not suggest anarchy for the
radio spectrum usage. Not at all; as each CR node, is expected to follow a list of
rules. Avoiding any of these rules can end up in denying services to the node in
reference.

Simply put, the primary purpose of managing radio spectrum is to develop an
adaptive strategy for the efficient and effective use and reuse of radio spectrum by
the large number of IoT nodes. This will lead to highly reliable communications
whenever and wherever needed. Inspired on existing wireless communication
systems, whether these are cellular or not, the channel assignment algorithm for CR
networks must be able to cope with the increased signaling of a large number of
CIoT nodes building on the spectrum holes detected by the radio-scene analyzer
and the output of transmit-power controller. Then, select the modulation strategy
that adapts to the time-varying conditions of the radio environment and the
requirements of the application of the IoT sensors/devices in reference. The radio
scene analyzer proposed in [18] involves the estimation of interference temperature
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and detection of spectrum holes. Information gathered based on these two
techniques are sent back to the transmitter through the feedback channel. It also
involves the deployment of an adaptive beamforming mechanism that saves power
by not radiating in all directions thus minimizing interference due to the action of
other transmitter.

6 Research Challenges in Resource Management for IoT
in 5G Mobile Networks

Building a platform that will support billions of things/devices expected to connect
to the Internet involves sorting out some serious resource management issues.
These issues become even more obvious when the platform is designed to operate
wirelessly. A great number of these things/devices are expected to be connected
wirelessly since communications through wires can be messy and highly incon-
venient when used in various places such as houses, buildings, factories, ships, cars
etc. In the next few years, we expect that IoT success will largely depend on the
evolution of wireless/mobile/cellular networks. 5G is expected to address many of
these issues and become the first platform to support millions, billions of
wireless/mobile things/devices. So, as users, whom their houses are fully controlled
through the Internet, and cars are remotely monitored to check on their kids whether
they are speeding, a very important thing to address is security. Security is
important but there must always be some reasoning behind the levels of security as
this dictates the complexity of the thing/device itself. Small sensors that measure
your fish tank temperature might not require such a high level of security, not as
high as you would expect on a home healthcare related device. High security also
implies high complexity and this needs to be addressed wisely. Beside security,
another critical issue for guaranteeing the success of IoT, is to make sure that there
are enough resources available to support its operation. Considering 5G as the
future platform for IoT, resources at great extend refer to radio resources. As the
number of these things/devices increases, it is expected that the levels of interfer-
ence will also increase. The same is expected to happen with the network traffic due
to the increased signaling. Furthermore, distributed types of networks will be
required to be self-organized to ensure optimum operation, while provided they
employ CR capabilities, they will be able to sense their environment and critically
decide which part of the spectrum and which modulation to use to establish their
wireless connection.

In [38] authors state that there are several research challenges (from
system/device design and testing to network management) to fulfill the require-
ments of 5G systems. Among these are measurements and test challenges for 5G
systems in view of higher frequencies and multiple channel bandwidths together
with much larger antenna arrays and the use of different transmission modes. Also,
they outline the research challenges such as improved energy efficiency by
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energy-aware communication and energy harvesting, simultaneous transmission-
reception, densification of existing cellular networks, cloud radio access networks
(C-RAN), and virtualization of wireless resources. More specifically, they present
interference management in heterogeneous networks as a major issue due to the
dense deployment of heterogeneous nodes along with the coverage and traffic
load imbalance due to varying transmit powers of different BSs in 5G networks.
Furthermore, full-duplex communication addresses issues related to cross-layer
resource management, power allocation/control, synchronization and time adjust-
ment to establish full-duplex transmission, dynamic mode selection and designing a
MAC protocol to support the polymorphic requirements. For the cloud radio access
network (C-RAN): to deploy C-RANS, there are many research challenges, such as
optimally utilizing the processing resource, efficiently using the fronthaul links
which connect base band processing units (BBUs) with remote radio heads (RRHs),
and centralized control of the propagation signal. To achieve wireless network
virtualization, efficient resource utilization is required along with inter-slice isola-
tion, and customizable intra-slice resource allocation. Along with wireless network
virtualization, there are issues related to resource discovery, isolation, pricing-based
allocation, and mobility management. Regarding energy-aware communication and
energy-harvesting, one of the main challenges in 5G networks is to improve the
energy efficiency aiming at prolonging the battery life of battery-powered wireless
devices. To achieve this, harvesting energy from energy sources is an attractive
concept, which could significantly improve the performance of battery-powered
devices in IoT.

7 Conclusions

Future 5G cellular networks are expected to support IoT along with many other
services. To achieve this, 5G must combine different enabling technologies. The
biggest challenge here is to integrate all these enabling technologies and provide
seamless connectivity with the highest possible QoE. This chapter has presented the
main design and operation constraints, that smart environments are expected to
experience within a 5G wireless/mobile network and how these constraints can be
addressed using cognitive radio networks. The chapter stressed the role of future 5SG
wireless/mobile networks on smart environments. It has presented the smart envi-
ronments based on their architecture characteristic and the applications along with
communication standards associated with their operation. The concept of cognitive
radio networks and the available experimental platforms stressing the benefits of
employing this technology in the future 5G wireless/mobile networks has also been
presented. Finally, the research challenges associated with integrating 5G
wireless/mobile networks and IoT have been outlined.
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Role Coordination in Large-Scale
and Highly-Dense Internet-of-Things

André Riker, Marilia Curado and Edmundo Monteiro

Abstract Large-Scale Highly-Dense Networks have been deployed in different
application domains of Internet-of-Things for accurate event-detection and moni-
toring. Due to the high density and large scale, the nodes in these networks must
perform some essential communication roles, namely sensing, relaying, data-fusion,
and data-control (aggregation and replication). Since the energy consumption and
the communication reliability is one of the major challenges in Large-Scale Highly-
Dense Networks, the communication roles should be coordinated in order to effi-
ciently use the energy resources and to meet a satisfactory level of communication
reliability. In this chapter, we propose an on-demand and fully distributed framework
for role coordination that is designed to detect events with different levels of critical-
ity, adapting the data-aggregation and data-replication according to the urgency level
of the detected event. Besides the criticality level, the proposed role coordination
also takes into account the network information such as energy resources, memory,
and link quality. This chapter also presents the related works and shows a qualitative
comparison between the proposed framework and the most comprehensive related
role coordination frameworks.

Keywords Role coordination * Internet-of-Things * Large-scale + Highly-dense

1 Introduction

Wireless networks are becoming extremely dense and are being used to connect all
sorts of devices [1]. Thus, it is envisaged that Large-Scale Highly-Dense Networks
(LSHDN) will emerge to support Internet-of-Things (IoT) and Machine-to-Machine
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(M2M) communication, and a large number of low power devices will sense and
actuate on heterogeneous targets over the network. Due to the intense dynamics of
these networks in terms of event occurrence and the different roles that a node can
play, the network should rely on efficient network coordination functions to avoid
the rapid exhaustion of the nodes resources and to maintain a satisfactory level of
communication reliability.

In Large-Scale Highly-Dense Network, the devices perform the following com-
munication roles: (i) sensing, (ii) relaying, (iii) data-fusion, and (iv) data-control
(including data-aggregation and data-replication). The sensing role is related to
the process of acquiring data of a target, while the relaying role has the function
of expanding the wireless coverage via multi-hop communication. Additionally,
the data-fusion role allows the nodes to detect the occurrence of events, and the
data-control functionalities (i.e. Data-Aggregation and Data-Replication) control the
amount of data-redundancy present on the network traffic.

In most of the current solutions [2, 3] the sink node (i.e. a device that has more
hardware and energy resources) concentrates the coordination of the roles, and the
network only executes data-aggregation, relaying and data-fusion roles. In LSHDN,
if a central entity, such as the sink node, performs locally the coordination of the
roles, it will be necessary to deploy a large number of sink nodes in order to main-
tain a satisfactory performance level of performance. Otherwise, the sink nodes will
experience overload, which can cause for instance unreliable communication, false
alarms, low load-balancing capability, and short network lifetime.

The lack of fully distributed coordination is a problem that the current approaches
have(e.g. [4-6]). Existing solutions designed to coordinate the set of roles over the
network are not fully distributed, since they are partial distributed approaches that
rely on cluster-heads or coordinator nodes. It means that most of the existing solu-
tions might spend, in LSHDN, a great amount of network resources communicating
control messages. Besides, these solutions do not consider important aspects, such
as the criticality level of the event and other data-control roles like data-replication.
Another major problem of the current approaches is the inflexibility in terms of com-
munication objectives, since only in rare cases and under limited possibilities the
current works enable orthogonal objectives, such as low energy consumption and
high communication reliability.

In line with this, this book chapter aims to present a framework designed for role
coordination in LSHDN IoT scenarios. This book chapter will also describe the main
requirements of a role coordination solution together with the analysis of the main
state-of-art solutions, and the open research issues. The remainder of this chapter
is structured as follows. Section 2 shows the related work. Section 3 describes the
proposed framework solution. Section 4 presents a discussion, while the conclusion
is presented in Sect. 5.
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2 Related Work

This section shows the main works that address aspects related to the role of sensing,
relaying, data-control, and data-fusion. Sections 2.1, 2.2, and 2.3 describe solutions
that focus on specific aspects of sensing and relay, data-control, and data-fusion,
respectively. Section 2.4 shows the current frameworks that solve comprehensive
aspects of role assignment and coordination. At the end of this section there is a
summary that discusses the presented solutions.

2.1 Sensing and Relaying

A particular node with the Sensing role performs two main tasks: (i) it monitors a
phenomenon, target, or event by means of an electronic circuit, and (ii) it commu-
nicates the sensed data using a network interface. In solutions that only consider
the Sensing role, it is usually assumed that every node is able to establish a direct
connection with the data-collector (e.g. base-station, sink, gateway, or data-fusion
center). However, Draves et al. [7] show that the direct connection between the sens-
ing nodes and the data-collector forces the communication between distant nodes
with poor link quality.

Hence, the Relaying role emerges to complement the sensing role. The node with
Relaying role receives the sensed data produced by the Sensing nodes, and forwards
it towards the data-collector. In applications that use both Sensing and Relaying roles,
the nodes that perform sensing are known as sources nodes, while the relay nodes
are called cooperative nodes.

In these solutions, a common assumption is that all nodes can act the sensing
and/or relaying roles. This is a common assumption because great part of the current
IoT applications relies on short-range wireless technologies, which currently enable
the sensing and relaying roles. Due to the widespread use of Sensing and Relaying,
these roles are two of the most essential roles in wireless IoT scenarios.

The approaches that assign relaying roles over the network can be divided into
Reactive and Proactive. The Reactive Relaying Assignment Role (RRAR) solutions
forward the sensed data from the source to the data-collector without specifying in
each communication hop which is the next node to receive the broadcasted mes-
sages containing the sensed data. Due to the sharing property of the wireless chan-
nel, in each communication hop, any neighbor node can overhear the broadcasted
messages. Instead of defining before the transmission which node should receive the
data, RRAR solutions deal with the subsequent problem of deleting multiple copies
of the same message received on neighbor nodes.

Blestas et al. [8] propose a RRAR approach that uses Channel State Information
(CSI) to select a single relay node between the source and destination. This proposal
relies on MAC signaling messages, such as Request-to-Send (RTS) and Clear-to-
Send (CTS), to measure CSI. This solution introduces the use of timers as means



80 A. Riker et al.

of dynamically selecting the relay nodes from a set of relay candidates. Each relay
candidate has a timer set dynamically with a value that is inversely proportional to
the worse CSI among all the possible wireless connections between the candidate
node and the source or destination node. In this scheme, the relay candidate which
has the best CSI is the first node to expire its timer. The timer expiration triggers a
message announcement, which allows the neighbors to know the identity of the best
relay candidate.

The work proposed by Chou et al. [9] changes some concepts of Bletsas et al. [8]
by using thresholds instead of timers. The relay selection is made as soon as a relay
candidate has CSI values above a certain threshold level. The relay candidate nodes
are tested one by one till a suitable one is determined.

Another relay assignment approach is the Proactive Relaying Assignment Role
(PRAR). These solutions determine, based on various information, before the data
transmission, the node or set of nodes that must play the relaying role.

A simple manner to perform Proactive Relay Assignment Role is to choose as
relay node the closest neighbor. Jakllari et al. [10] apply this technique, but in
LSHDN it is probable that multiple nodes have almost the same distance, which
would damage the efficiency of this solution. An improvement of Jakllari et al. [10]
solution is proposed by Chen et al. [11]. The proposed solution is a routing PRAR
approach that measures the distance (in terms of hops) between the source nodes and
the sink. Based on this distance, the solution determines a set of cooperative nodes
around each source node. During the establishment phase, the source node broad-
casts a single PROB message. Every node that receives a PROB message becomes a
relay candidate. Taking advantage from the communication model used in this work,
the solution increases the number of relays when the hop distance increases.

In general, both Proactive and Reactive Relaying Assignment Role solutions vary
the input information that assists their internal decisions, as well as the layer where
the solution is implemented. The most common protocol layers where these solu-
tions are typically implemented and the main input information used are described
as follows:

 Physical Layer Solutions: The solutions proposed in the physical layer commonly
use as input the Channel State Information, the measurements revealing the diver-
sity of the space, frequency, and time. In general, these solutions aim to improve
the efficiency of the communication by using channel coding and power control.

« MAC Layer Solutions: The mechanisms proposed as part of the Medium Access
Control (MAC) layer usually obtain information about the interference level and
aim to find the best next relay node using criteria such as communication collisions
and energy consumption.

« Routing Layer Solutions: The solutions proposed in the routing layer solve end-
to-end aspects of the communication instead of only trying to improve point-to-
point or point-to-multipoint aspects. These solutions use link quality information,
which can estimate parameters such as delay, energy consumption, and bandwidth.
These solutions aim to improve the load-balancing capability (avoiding path bot-
tleneck), the overall network lifetime, and the communication reliability.
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The main advantage of the RRAR approach is that only the nodes that receive cor-
rectly the data participate as relay nodes, which increase the reliability and through-
put without requiring control messages to select the relays. However, the main draw-
back is related to energy expenditure caused by the extra time in which the node has
to keep the radio turned on in order to overhear the neighbor transmissions.

One of the main advantages of the PRAR approaches is that they save energy,
since the number of nodes receiving data is previously controlled by the mechanism.
The downside of these approaches is the vulnerability in case the selected relays are
not able to correctly receive the data. In these cases, there are no other nodes to
forward the data, which causes a reduction in the throughput and reliability.

2.2 Data-Control (Aggregation and Replication)

Data-Aggregation (DA) is a well-known mechanism in wireless communication,
especially in energy-constrained networks. DA consists in applying aggregation
functions to summarize the network traffic that flows over the paths. By reducing the
amount of network traffic, the nodes reduce the energy-consuming activities (e.g.
transmission, reception, collision, and overhearing). However, Data-Aggregation
brings a communication side effect, since it decreases the level of Data-Accuracy
and increases the communication vulnerability in data loss occurrence. Ssome events
require high communication reliability and high Data-Accuracy. Thus, in events
with high criticality level, instead of reducing the network traffic, the network must
replicate the messages in order to increase the reliability and assure improved Data-
Accuracy.

Regarding Data-Aggregation, Tan et al. [12] propose the Power Efficient Data
gathering and Aggregation Protocol—Power Aware (PEDAP-PA). PEDAP-PA is an
approach that computes a weighted graph, in which the weight is associated with
the energy cost involved in the communication of two nodes. This means that a link
with a higher residual energy will have a smaller weight. To find the best DA routes,
PEDAP-PA computes the Minimum Spanning Tree (MST) over the weighted graph.
PEDAP-PA shows better performance than LEACH [13] and PEGASIS [14]. How-
ever, PEDAP-PA has two main drawbacks, (i) the algorithm to estimate a link cost
does not consider the residual energy of the receiver node, and (ii) the weights are
computed every 100 communication rounds regardless the network dynamics.

To solve these PEDAP-PA problems, Energy Efficient Spanning tRee (EESR)
[15] proposes a dynamic weight scheme, which considers the residual energy of the
receiver node, and it recomputes the weights in dynamic periods. Other improvement
is presented by Lin et al. [16], which is an aggregation solution that takes into account
heterogeneous transmission power level. Similarly to PEDAP-PA and EERS, the Lin
et al. [16] proposal considers that each wireless link has an energy cost. This solution
improves the tree produced by PEDAP-DA by providing a different weight scheme
and iteratively removing edges from nodes that are spending more energy and adding
new edges to nodes spending less energy.
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Tan et al. [17] propose Power Efficient Data gathering and Aggregation Protocol—
Power Aware improvement called Localized Power-Efficient Data Aggregation
Protocol (L-PEDAP). This work introduces a distributed solution to compute
PEDAP-PA. To achieve that, L-PEDAP pre-computes some structures over the net-
work, namely Local Minimum Spanning Tree (LMST) and Relative Neighborhood
Graph (RNG). These structures are used because they are a superset of Minimum
Spanning Tree. Thus, if each node selects one parent from LMST or RNG, a Mini-
mum Spanning Tree is found. The paper compares the following three alternatives
to select parents: (i) select as parent the node that is responsible for delivering down-
ward traffic (i.e. traffic flowing from the root to the leaves); (ii) select the parent that
minimizes the number of hops to the root; (iii) select the parent that minimizes the
energy consumed over the path to the sink. Among all these possibilities, the paper
shows that the best alternative is to use LMST as base structure and select the parent
that minimizes the energy consumption.

Unlike EESR, PEDAP-PA, and L-PEDAP, Luo et al. [18] propose two data-
aggregation approaches based on Shortest Path Tree (SPT), one centralized and the
other distributed. Both solutions are designed to find the SPT that minimizes the
energy consumption of the nodes with lowest residual energy, which is achieved
minimizing the number of children of these nodes. This is due to the fact that the
energy consumption of a parent node depends solely on the number of children it
has. To find the best SPT, Luo et al. [18] use the information that reveals the resid-
ual energy remaining in the receiver. The link distance between the sender and the
receiver is not taken into account, since all the nodes are deployed in coordinates
that equalize the distance between adjacent nodes.

Regarding Data-Replication, it is important to differentiate between caching and
the meaning of data-replication. Caching is a well-known approach that has been
adapted for the ad-hoc communication. In general, caching has been applied to
increase the efficiency of the query-based applications, which is not the case of event-
based applications. Caching-based solutions replicate and store data in strategic
points of the network. Hence, the actual communication of the copied data (cache)
depends on the arrival of related queries. Instead of query-based applications, our
focus is on event-based applications. Thus, the aim of the data-replication role, in the
context of this work, is to produce multiple copies of the same message and commu-
nicate these copies through different paths in order to increase the communication
reliability (i.e. delivery data ratio in the destination).

Data-Replication is an approach widely used in delay and disruption-tolerant net-
works. In these networks, connectivity is not guaranteed, so the data-replication can
increase the reliability of message delivery. One of the most famous data-replication
solution is proposed by Spyropoulos et al. [19] and it is named Spray-and-Wait
(SnW). In SnW, a particular data-producer node can replicate its data up to a max-
imum number of replicas. When the data-producer node meets a good neighbor
node, it sends a replica to that neighbor. After distributing all data replicas, the
data-producer waits for the destination confirmation informing that the data has been
received. In case this confirmation does not arrive, the data-producer node waits for
the moment when it meets the destination and delivers itself the data.
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One of the SnW drawbacks is that it sets the maximum number of replicas as a
constant value. To solve this problem, Takahashi et al. [20] propose a solution that
controls the maximum number of replicas according to the distance between the
source node and the nearest destination. According to this solution, the nodes that
are close to one of the destinations create more replicas than the ones farther away.
Another solution that aims to dynamically calculate the number of replicas is pro-
posed by Nishiyama et al. [21] named Ring Distribution Routing (RDR). Instead of
using only the distance between the source and the destination, RDR also considers
the node density in the destination disk-shaped area.

Thompson et al. [22] show that Data-Replication approaches can congest or inef-
ficiently consume the network resources. Differently from SnW and RDR, this pro-
posed data-replication solution [22] does not determine the maximum number of
replicas in the source node. Instead, each particular node determines how many
messages it can replicate at each new neighbor encounter. The number of replicas
depends on the level of buffer congestion on the neighbor node. Each node can cal-
culate the buffer congestion level knowing the number of received, forwarded, and
dropped messages. The main idea of this proposal is to reduce the number of replicas
when the buffer of the network nodes is congested, and to increase the number of
replicas if the buffers have available resources.

2.3 Data-Fusion for Event-Detection

The field of network data-fusion for event-detection is vast. It is an inter-disciplinary
subject that involves information and decision theory, signal processing, and wireless
communication. Despite the importance of all these related areas, the main focus of
this section is to introduce the main event-detection approaches, keeping in mind the
following questions:

o Where are the data-fusion functionalities located? Is this choice suitable for event-
detection in Large-Scale Highly-Dense Networks?

o What information does the network communicate to enable data-fusion for event-
detection?

Regarding the first question, two major approaches arise, distributed and central-
ized. Many works use the distributed term due to the fact that the system collects
data from multiple sensors, even if the decision of the whole network is centralized
in a single node. In this work, we use the partly distributed term to mean that there
are some nodes over the network responsible to decide about the occurrence of an
event, and fully distributed means that each node gathers information from neighbors
and decides about the occurrence of an event. Besides, the term centralized means
that a single entity is responsible to decide about the occurrence of every event on
the whole network.
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Real scenarios impose some obstacles for event-detection in Large-Scale Highly-
Dense Networks, for instance: finite resources of sensors, time constraints, and the
error introduced in the collected data. The distributed approaches are preferable to
tackle these challenges, since they can balance the resource consumption, and bring
the decision-making process closer to the event occurrence location. Although the
centralized approach is obviously not suitable for LSHDN, it is by far the most used
approach due to the easier implementation. Quek et al. [23] study both distributed
and centralized data-fusion architectures in dense networks, quantifying the effect of
several factors such as node density, delivery ration, and energy consumption.

Regarding the second question, many of the distributed solutions use fusion-
centers over the network to execute the main event-detection functionalities. In this
partly distributed approach, the fusion-center receives the sensed data and executes
some sort of statistical inference. The result of the statistical inference determines
the absence or presence of a given event.

Instead of communicating the sensed data to the fusion-center, Luo et al. [24]
propose a partly distributed solution in which a node produces an individual deci-
sion (1-bit long), and sends this decision to the fusion-center. However, this solution
generates inaccurate decisions, especially in the presence of channel errors. Chaud-
hariet et al. [25] show that if the nodes send to the fusion center the log-likelihood
ratio instead of 1-bit decision, the accuracy is increased. Sheltami et al. [26] high-
light both log-likelihood and 1-bit decision solutions, and propose an approach that
allows the node to alternate the execution of both (i.e. log-likelihood ratio and 1-bit
decision) approaches, depending on its location and path length.

Some of the fully distributed data-fusion solutions, for instance [27], assume net-
work cooperation, where the nodes exchange information, seeking a common objec-
tive, which is to detect events. In this context, the nodes continuously produce data
and periodically perform an individual decision regarding the occurrence of events.
When an event is identified, the detecting nodes start a cooperation interval for infor-
mation exchange aiming for decision agreement. During this agreement period the
nodes exchange their individual decision and reach a local decision agreement. Simi-
larly, the approach proposed by Visotsky et al. [28] exploits node cooperation, defin-
ing a cooperation time, in which the nodes share their particular decisions in order
to reach a common decision.

2.4 Role Coordination Frameworks

In the literature, there are comprehensive works that address the coordination of
some roles, assigning dynamically which nodes should perform sensing, relaying,
and data-aggregation.

One of the most relevant role coordination solutions is named Information-
Fusion-based Role Assignment (InFRA) [4]. This work proposes a distributed reac-
tive role assignment approach integrated with a routing protocol. It does not address
the data-fusion role, since it assumes the existence of data-fusion algorithms able
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to detect events in the sensor field. When an event is detected, InFRA is able to
coordinate the assignment of sensing, relaying, and data-aggregation roles over the
network.

InFRA is a reactive cluster-based solution, which means that when no event is
occurring, there is no formed cluster in the network. When an event occurs, all the
nodes that detected the event become cluster-members and announce the event via
a message broadcast. The cluster-members also listen to the announcements, gath-
ering information from the neighbor nodes. Based on the information provided by
the neighbors, the cluster-members elect a coordinator (i.e. cluster-head). Then, the
coordinator assigns the necessary relay nodes that should participate in the commu-
nication establishment with the data-collector.

InFRA only considers sensing, relaying, and data-aggregation. It does not con-
sider other data-control algorithms such as data replication, since it assumes a per-
fect channel model and, in case of node failure, INFRA chooses the second best relay
node. Another drawback of InFRA is that the paths are selected in order to minimize
the energy consumption. The path selection that minimizes the energy consump-
tion leads to shorter network lifetime because the nodes in these paths will rapidly
deplete their energy resources. Hence, instead of minimizing the energy consump-
tion, the solution should seek to prolong the network lifetime, balancing the traffic
load according to the network residual energy.

Different from InFRA, in Data Routing for In-Network Aggregation (DRINA) [5],
before the occurrence of the first event, every node finds the lowest number of hops to
reach the data-collector. Like InFRA, when the first event occurs, the nodes acting
the sensing role elect the cluster-head, which is the node responsible for selecting
the relay nodes. DRINA and InFRA do not differentiate the criticality levels of the
events, so it is not possible to apply different data-control strategies.

Aiming to improve InFRA and DRINA, the solution, called dYnamic and scal-
ablE tree Aware of Spatial correlaTion (YEAST) [6] assigns dynamically the sens-
ing, relaying, and aggregation roles. YEAST takes into account the level of spa-
tial correlation of the network and the level of data accuracy to be met, which is
informed by the application. Taking into account this information, YEAST defines
which nodes should play the sensing, relay, and data-aggregation roles. To achieve
this, YEAST divides the network into non-overlapping cells, where each cell con-
tains a set of nodes. Inside each cell, only one node performs the sensing role at a
time. YEAST balances the energy consumption by changing periodically the node
performing the sensing role on each cell. However, YEAST does not take the deci-
sion based on the data gathered from the event, since it adapts the assignment of the
roles based only on the application requirement (i.e. level of data accuracy) and the
spatial correlation of the network. Besides, this solution is not able to use different
data-control algorithms, such as data-aggregation and replication.
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2.5 Related Work Summary

Table 1 summarizes the related works, highlighting their main features and disadvan-
tages. Among the works that address exclusively sensing and relaying roles, Blestas
et al. [8] and Chou et al. [9] do not evaluate the overhead impact of their solution in
terms of energy consumption. Besides, Jakllari et al. [10] and Chen et al. [11] assume
scenarios with low node density and with low dynamics (i.e. no mobility and link
failure), respectively.

Regarding the Data-aggregation role, the solutions proposed by Luo et al. [18],
Linetal. [16], Hussain et al. [15] are centralized, making these solutions not suitable
for Large-Scale Highly-Dense Networks. On the other hand, the distributed work
proposed by Tan et al. [17] has flaws such as the lack of measurements of the over-
head or using network topologies where the nodes are equally deployed. In general,
other problem that these works have is the low dynamics scenarios (e.g. no link
failure, and no mobility) to which these works are designed. These scenarios are
unrealistic for most Large-Scale Highly-Dense Networks applications.

The Data-Replication role can be problematic for energy constrained LSHDN.
The reason for this is that in dense topologies more nodes will sense the same event.
So, if several nodes replicate their messages, the network can be overflowed. To the
best of our knowledge, none of the works avoid this overflow via mechanisms that
detect the replication of messages carrying the same information. Another problem
is related to the energy consumption. Although Takahashi et al. [20], Nishiyama
et al. [21], and Thompson et al. [22] propose data-replication approaches designed
for energy-constrained networks, these works do not evaluate how the replication
impacts the energy consumption. In addition, most of the data-replication works
assume a perfect wireless channel, which artificially increases the delivery data ratio
since the message is only dropped due to Time-To-Live expiration or due to buffer
overflow.

The partly distributed Data-Fusion works, such as Luo et al. [24], Chaudhariet
et al. [25], and Sheltami et al. [26], based on Fusion-center for event-detection are
less complex than the fully distributed approaches (e.g. Visotsky et al. [28]). Fusion-
center-based solution can use the well-known hierarchy of the Data-Aggregation
approaches (e.g. tree or cluster) to locate the fusion-center functionalities. However,
in Large-Scale Highly-Dense Networks scenarios, the fully distributed approach is
preferable, due to its capability to exploit the high-density level, allowing a particular
node to cooperate and combine several neighbor decisions.

Concerning the coordination frameworks, the main problem is related to the fact
that these networks were designed for a single objective. Primarily, these works aim
to reduce the energy consumption or to increase the network lifetime. Thus, they
address data-aggregation, but do not consider data-replication. This restriction in
terms of objective makes these solutions to not consider events with different crit-
icality levels. The positive side of InFRA [4], DRINA [5], and YEAST [6] is the
fact that they are reactive-based approaches. This is an advantage because in event-
based applications, there are no guarantees regarding the occurrence periodicity.
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Table 1 Related work summary
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Roles

Sensing and relaying

Approach Main features Main disadvantage
Blestas et al. [8] Reactive timer-based | Spends energy on
overhearing
Chou et al. [9] Reactive Resource expenditure
threshold-based on signaling
Jakllari et al. [10] Proactive Low performance in

distance-based

dense scenarios

Chen et al. [11]

Proactive
distance-based

Low performance in
dynamic scenarios

Data-control
(Aggregation)

Tan et al. [12]

Periodic tree refresh

Centralized solution

MST-based

Lin et al. [16] Dynamic tree refresh | Centralized solution
SPT-based

Hussain et al. [15] Dynamic tree refresh | Centralized solution
MST-based

Tan et al. [17] Periodic tree refresh Does not measuare
LMST-based overhead cost

Luo et al. [18] — SPT-based Designed for equally

deployed networks

Data-control
(Replication)

SnW [19]

Distance-based

Constant number of
replicas

Takahashi et al. [20]

Distance-based

Does not measure
energy consumption

Nishiyama et al. [21]

Distance and
Density-based

Perfect wireless
channel

Thompson et al. [22]

Congestion-based

Does not measure
energy consumption

Data-fusion for
event-detection

Luo et al. [24]

Fusion-center-based
1-bit decision

Low accuracy in link
failure

Chaudhariet et al. [25]

Fusion-center-based
log-likelihood

High energy
consumption

Sheltami et al. [26]

Fusion-center-based
hybrid decision

Requires full network
connectivity

Cattivelli et al. [29]

Fully distributed

Constant channel
quality

Coordination

Nakamura et al. [4]

Reactive-based

Always minimizes the
energy consumption

Villas et al. [5]

Reactive-based with
auxiliary data
collection

Same criticality level
for every event

Villas et al. [6]

Reactive-based with
auxiliary data
collection

Roles are addressed
partly
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Besides, acting on demand, these approaches can be adapted to tackle the challenges
of dynamic scenarios, such as link and node failure, as well as mobility.

3 Framework for Role Coordination in Large-Scale
and Highly-Dense IoT Scenarios

This section presents a framework for role coordination in Large-Scale and Highly-
Dense networks. Section 3.1 shows a set of design guidelines, which is used to define
the architecture of the proposed solution. Section 3.2 presents the overview of the
proposed solution, showing the components in details. Then, the rest of this section
shows the tasks executed by the proposed framework.

3.1 Applications, Requirements and Objectives

Some of the typical event-based applications in Large-Scale and Highly-Dense IoT
scenarios are related to urban applications where a node is connected to a large num-
ber of nodes, and each node might be able to detect more than one type of event. For
instance, in a urban Large-Scale and Highly-Dense IoT scenario, the nodes operate
together and might exchange data related to fire detection, vehicle accident alarm,
and emergency and rescue operations.

These Large-Scale and Highly-Dense IoT scenarios are very heterogeneous in
terms of requirements. However, it is possible to identify a set of requirements that
typically is present in event-based LSHD scenarios. These requirements are pre-
sented as follows:

« Diversity of Hardware Capabilities: The Large-Scale and Highly-Dense scenar-
ios of Internet-of-Things rely on nodes with different hardware capabilities. For
instance, some nodes might be powered by energy-harvesting technology which
allows the nodes to have abundant energy resources, while other nodes might not
have a replenishable battery and so should use a very restricted energy reserve.

« Diversity of Event: Besides the hardware diversity, the Large-Scale and Highly-
Dense IoT scenarios also involve diversity in terms of events. It means the possi-
bility of simultaneous occurrence of events with different criticality levels.

o Decentralization: The large-scale of these scenarios demands distributed solu-
tions able to balance the traffic and the processing functionalities over the network.
In this context, instead of using cluster-heads or coordinator nodes to execute the
role coordination, the coordination role should be done in a fully distributed man-
ner, where each node can decide or infer which role it should play.

e On demand: The energy constraint requires the capability of triggering the core
functionalities when an event is detected. Although some proactive functionalities
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are suitable for decreasing the detection delay, a full proactive solution introduces
prohibitive costs.

o Adaptive: The communication in Large-Scale and Highly-Dense IoT scenarios
has to deal with dynamic scenarios, such as mobility and link failures. The assump-
tion of perfect wireless channel and stationary networks is unrealistic for these
scenarios.

The proposed framework is focused on two orthogonal objectives: increase the
network lifetime and achieve high communication reliability (i.e. delivery data ratio).
Having in mind these guidelines, the general objective of the proposed framework
can be stated as: coordinate the sensing, relaying, data-control (aggregation and
replication), and data-fusion roles in order to efficiently use the energy resources
and achieve a delivery data ratio suitable for the criticality level of the detected
events.

3.2 Architecture Overview

As depicted in Fig. 1, the proposed framework performs role coordination of sens-
ing, relaying, data-fusion, and data-control in two phases. The first phase involves
the sensing and detection, while the second phase is related to the data communica-

e o ° ®
Data-fusion Relay Sensing Data-Control

Alarm or
monitoring data

Agreement and
Critical Level

Phase 1: Phase 2: -
. - Periodic data
- 1-bit decision Event-Detection Alarm or communication
- Event critical level Y Agreement monitoring (* - Adaptive amount
data of data

Fig. 1 Overview of the framework



90 A. Riker et al.

’ 1 \ Sensing, individual detection,
A - y and collection of auxiliary data

No
4 —2~) Agreement on detection Phase 1: Event-Detection
[ and critical level Agreement
___________ Y
Data-Control Phase 2: Alarm or monitoring
Strategy data communication

4§ 4 Tree and Relay Selection
No7

Fig. 2 Phases and tasks of the framework

tion between the nodes and the data-collector. The first phase only involves sensing
and data-fusion roles. If the nodes agree that an event is occurring, then the sec-
ond phase takes place. During the second phase, the nodes communicate data to the
data-collector, and as can be observed, the nodes running the data-control role can
replicate alarm or monitoring messages.

Figure 2 shows the tasks performed in each phase. In task 1 (first phase), the
nodes sense the environment and collect auxiliary data. While the environment is
sensed, the nodes perform individual data-fusion. In task 2 (first phase), if an event
is detected, it announces 1-bit message. If other nodes detect the same event, there
will be a period of message exchange between the nodes. This period is used to reach
on a decision agreement and to define the criticality level of the event.

In Task 3 (second phase), the nodes define a data-control strategy according to the
criticality level and other information. In task 4 (second phase), the communication
between the nodes and the data-collector is a classical case of many-to-one or cov-
ercast communication. For this communication, the involved nodes select the relay
nodes and compute a spanning tree. However, different from the classical tree or
cluster-based solutions, in this framework the data-processing functions executed on
the network traffic vary according to the data-control strategy, which is determined
on task 3.
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After showing an overview about the phases and tasks of the framework, the
remaining of this section gives a detailed description of each task.

3.3 Task 1: Sensing, Individual Detection,
and Collection of Auxiliary Data

As aforementioned, the sensing role involves sampling data of an event or phenom-
enon using an electronic component. The data generated from the sensing role goes
to a primary process of data-fusion decision, called individual decision, which is the
first decision regarding the presence of events.

In parallel with sensing, the nodes also collect auxiliary data. The purpose of
auxiliary data is to assist the reactive actions of the framework when an event is
detected. This data is necessary to reduce the time interval to establish the commu-
nication between the detecting nodes and the data-collector.

Similarly to the IPv6 Routing Protocol for Low-Power and Lossy Networks (RPL)
[30], the auxiliary data that a particular node collects from its neighbors is performed
periodically. For this, each node broadcasts periodically to its neighbors a message
containing its rank and residual energy. The rank is a number that reveals the cost of
an particular node to reach the root. The node’s rank is computed based on its parent
rank and the cost to reach the parent. For instance, supposing the rank computation
is based on the hop count. Then, a node’s rank can be equal to the parent’s rank
plus 1. In this case, the root’s rank has a default rank (e.g. 1), since it does not have
any parent. Besides the rank, it is also important to know the residual energy of the
neighbor nodes and the link quality. This information is useful to assist tasks 3 and 4.

3.4 Task 2: Agreement on Detection
and Event Criticality Level

Due to the temporal-spatio correlation of Large-Scale and Highly-Dense IoT scenar-
ios, there is a high probability that multiple nodes detect the same event. Thus, once
anode has detected an event individually, it is necessary to know if other nodes have
detected the same event, and reach on an agreement regarding the occurrence and
the criticality level of the event.

As Algorithm 1 shows, when a node performs a positive individual decision, this
node also determines, individually, the criticality level of the event. To determine
the criticality level, the node uses a pre-defined table that contains default values of
criticality levels for a set of covered events. Then, the node, adjusts the criticality
level based on the default value, determining how far the sensed data is from the
default value to avoid failures.
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Algorithm 1 Phase 1: Event detection and criticality level agreement
Initialize:
1: newCriticLevel < 0;

2: Start
3: while (isDecisionInterval()==true) do
4 sensing[ | < aquisition.data();
5 dataType < aquisition.type();
6: newCriticLevel < individualDecision(sensing[ ], dataType);
7 end while
8 while (isAgreementlnterval()==true) do
9: auxiliaryData «listenNeighbors();
10: nghCriticLevel < auxiliaryData.getCriticLevel();
11: broadcastData(newCriticLevel, itsOwnAuxData);
12: if (newCriticLevel > 0) then
13: criticLevelAgreement(newCriticLevel, nghCriticLevel);
14: end if
15: end while
16: End
17: function INDVIDUALDECISION(sensing[ |, dataType)
18: eventDetected < occurrenceTest(sensing[ |, dataType)
19: if (eventDetected == True) then
20: defaultCriticLevel < defaultCriticalityLevel(dataType)
21: newCriticLevel < computeCriticalityLevel(sensing[ ]);
22: newCriticLevel «adjust(newCriticLevel, defaultCriticLevel)
23: end if

24: return (newCriticLevel)
25: end function

After the event detection and criticality level have been individually determined,
the nodes exchange messages during the agreement period. At the end of the agree-
ment period, each node has its own data and the neighbors information regarding the
event occurrence and its criticality level. Using statistical inference, the nodes can
agree or disagree on the occurrence of a particular event. In case of positive agree-
ment (i.e. an event is occurring), the criticality level of the neighbor nodes is used to
determine a common criticality level, for instance using a simple average function.

3.5 Task 3: Data-Control Strategies Decision

Data-aggregation and data-replication are the two data-control strategies that the
nodes can perform on the network traffic. In this task, the detecting node decides
which strategy it should use. To decide the data-control strategy, the node uses the
agreed criticality level (Task 2). This decision ensures that the aggregation and repli-
cation role are coordinated in a fully distributed manner, which means that these roles
do not rely on a local or central entity (e.g. cluster-head or coordinator node).
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The main idea is to replicate data when the criticality level of the event is high,
and data-aggregation, otherwise. These data-control strategies regulate the amount
of data that will be communicated over the network. Data-replication increases the
amount of data while data-aggregation decreases it.

This task is focused on which data-strategy should be applied, it does not aim to
tune the data-aggregation or data-replication strategy, since it is more appropriate to
compute the level of aggregation or the number of replicas knowing the neighbor-
hood information (e.g. link quality, memory, and amount of energy).

3.6 Task 4: Tree and Relay Selection

As soon as the node has decided the data-control strategy, task 4 is triggered, to
perform the tree and relay selection. To select the tree and relay nodes, the detecting
nodes use the auxiliary information collected in task 1, including the neighbors’ rank
and available memory, residual energy, and link quality. The rank allows the node to
define the candidate parent nodes, since any node that has lower rank than the node
itself is considered as a candidate parent. The other auxiliary information is used to
define which is the best candidate parent.

This task is coupled with the procedures that tune the data-control strategy. Each
detecting node must select a single or multiple parents, depending on which data-
control strategy was defined on task 3. Thus, the Tree and Relay selection has two
cases of execution (see Algorithm 2), which are presented as follows:

« If the defined data-control strategy is replication, the node find a number of repli-
cas and selects the set of parent nodes that will receive the message replicas.

« In case of data-aggregation, the node computes the aggregation level and selects
a single parent node to send the aggregated data.

Algorithm 2 Phase 2: Data-control decision and tree selection

Initialize:
1: Start
2: criticLevel « getCriticLevel();
3: dataControl « decideStrategy(criticLevel);
4: if (isAggregation(dataControl)) then
5: aggLevel «— computeAggL(auxiliaryData);
6: selectSingleParent(auxiliaryData);
7: end if
8: else if (isReplication(dataControl)) then
9: numReplicas < computeNumReplicas(auxiliaryData);

10: selectMultipleParents(numReplicas, auxiliaryData);
11: end else if
12: End
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Following this procedure of parent selection, some of the detecting nodes in the
border of the detecting group will end up selecting a non-detecting node as parent
(i.e. relay node). In its turn, the relay node continues the process of selecting the best
parent candidate as relay node until the message reaches the data-collector.

4 Discussion

This section describes a use case scenario, illustrating the execution of the proposed
framework, and also presents a qualitative comparison between the main related
works.

4.1 Illustration

To illustrate the operation of the proposed solution, a urban scenario is considered.
In this scenario, a Large-Scale Highly-Dense Network is used to detect and monitor
events related to emergency situations (e.g. fire, vehicle accident, and civil disaster)
and also detect vehicle traffic jams, and weather information (e.g. rain and snow
occurrence). The types of sensors used by the network to detect these events are:
smoke, temperature, humidity, location, and vibration. Hence, the network nodes are
equipped with the appropriated hardware, and execute continuously Tasks 1 and 2.

Fire, vehicle accident, and civil disaster are events with high criticality level.
On the other hand, events related to car congestion and weather information have
a smaller criticality level. In a scale ranging from O to 1 (zero to one), where zero
means no event occurrence, the emergency events have the default value of critical-
ity of 0.9, while the traffic jam events are 0.3 and the weather information events are
0.1. These levels of criticality (default value) are pre-loaded in the nodes. So, when
a set of nodes detects an event, they are able to compute their own criticality level
and retrieve the default value. Then, the node exchanges information to decide about
the event occurrence and its criticality level. If the nodes have detected an event and
agreed on a criticality level, the solution goes to the Phase 2.

In Phase 2, supposing the detection of a vehicle accident event having a criticality
level of 0.9, the network executes data-replication as data-control strategy. During
the Tree and Relay selection, the number of replicas will depend on the number of
parent candidates, level of energy, link quality, and memory. In the case of vehicle
traffic jam or rain event, the network executes the data-aggregation strategy. The Tree
and Relay selection will vary the Level of aggregation according level of energy and
link quality.
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Table 2 Qualitative comparison

95

Requirements InFRA Nakamura | DRINA Villas YEAST Villas Proposed
et al. [4] etal. [5] et al. [6] framework

Diversity of No No No Yes

hardware

capabilities

Diversity of event | No No No Yes

Decentralization | Partly Partly Partly Yes

On demand Yes Yes Yes Yes

Dynamic

adaptive No Yes No Yes

4.2  Qualitative Comparison

Table 2 presents a qualitative comparison between the main related works and the
proposed framework. Regarding Diversity of Hardware Capabilities, none of the
related works consider, for instance, nodes with different energy resources (e.g.
rechargeable and non-rechargeable batteries). The proposed framework considers
the energy resource during the data-control decision. For instance, in occurrence of
highly critic events, the proposed solution replicates the messages, and the number
of replicas takes into account the energy availability.

Besides, despite DRINA and YEAST exploit the simultaneous occurrence of
events, none of these works address the aspects related to the event diversity. Differ-
ently from these works, the proposed framework is designed for events with different
levels of criticality, adapting the communication strategy according to the degree of
urgency that a particular event has.

Regarding decentralization, which is a very important requirement for large scale
scenarios, the related works depend on local nodes, which are elected as node coor-
dinators. Thus, these related works can be classified as partly distributed. In com-
parison to these works, the proposed framework is designed to be fully distributed,
which means that the coordination of the roles does not depend on a local or central
entity. Instead, the nodes perform individual role decisions and adjust these decisions
using neighborhood information.

In addition, about the on demand requirement, InFRA is the only solution con-
sidered to be fully on demand, since this solution is designed to execute all actions
after an event has been detected. On contrary of InFRA, the other solutions, includ-
ing the proposed framework, collect auxiliary information before an event occurs.
The pre-collection of information has energy costs, but it allows these solutions to
decrease their response time when an event occurs.
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Finally, only DRINA and the proposed framework are Dynamic Adaptive solu-
tions able to run in dynamic scenarios (e.g. failures and mobility). DRINA consid-
ers the possibility of node failures and communication interruptions, and adjusts
its operation in case any of these situations happen. Being more comprehensive
than DRINA, the presented framework is designed to be adaptive, using data-
replication mechanisms to increase the delivery ratio of the communication. The
data-replication is able to deal with link and node failure, and even in cases of net-
work partition caused by node’s mobility.

5 Conclusion

Coordination of sensing, relaying, data-fusion, and data-control (aggregation and
replication) is a very important challenge in Large-Scale Highly-Dense Networks.
In this work we address this challenge, presenting an on-demand and fully distrib-
uted role coordination framework designed to efficiently use energy resources and
to adaptively provide a suitable level of data delivery ratio.

The proposed framework expands the related works by being a fully distributed
approach, and considering devices with different hardware capabilities (replenish-
able energy reserves, non-chargeable batteries, and memory buffer sizes), and events
with different levels of urgency. Besides, the proposed framework is designed to run
in dynamic scenarios having link and node failure, and mobility.

As next step, we aim to program the proposed framework in a simulation environ-
ment, which involves the implementation of: (i) the state-of-art models for energy
consumption, mobility and interference; (ii) the related works; and (iii) the algo-
rithms of this framework.
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Energy Harvesting and Sustainable M2M
Communication in 5G Mobile Technologies

Deepak Mishra and Swades De

Abstract With the fast growth of heterogeneous low-cost and high-end mobile
devices, there is a need for green designs for ubiquitous development of Internet
of things (IoT) due to both health and environment concerns. Unlike other energy
harvesting techniques, radio frequency (RF) energy harvesting offers controlled and
predictable energy replenishment, which can aid meeting the quality of service
requirements of machine-to-machine (M2M) communications. This chapter eval-
uates the major challenges on the feasibility of RF-powered sustainable M2M com-
munications in 5G mobile technologies and state-of-the-art research toward their
practical implementation. Strategies for improving the RF energy transfer efficiency
to realize the perpetual operation of IoT are also discussed.

1 Introduction

Machine-to-machine (M2M) communications with limited or no human interven-
tion is becoming increasingly popular. Applications of M2M communications and
Internet of things (IoT) include health-care, automation for smart grids, transport
systems, agricultural systems, industrial production, home networking, environ-
mental monitoring. An important characteristics of 5G networks is the creation
of dynamic networking constructs consisting of interconnected wireless devices—
forming device-to-device (D2D) or more generally M2M communication networks,
such as, several home appliances, sensors, or portable device creating [oT. All these
dynamic network constructs will coexist with the evolved access infrastructure.
Additionally, traffic generated from various M2M and IoT applications will have
to be properly assigned to access points without causing congestion issues. Also,
since all the devices in IoT cannot be connected to the power grid, energy-harvesting
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plays a fundamental role in realizing ‘energy neutral’ or ‘perpetual’ operation of the
battery-constrained wireless devices. Energy harvesting [1] and on-demand energy
replenishment [2] of drained batteries are two prominent techniques that can lead to
perpetual operation of IoT.

2 Perpetual Operation of IoT

With increasing IoT penetration, efficient spectrum usage will become critically
important. Further, with the growth of low-cost and high-end 5G mobile technolo-
gies, the capability of generating broadband content, such as video/multimedia, and
receiving them have become a true reality. Although the mobile users have a wide
choice over advanced mobile devices, one of the main impediments of multimedia
content reception is their battery life. This battery life limitation of high-end mobile
devices represent one of the highest contributors to the user dissatisfaction. We focus
on the recent developments in the field of energy harvesting, particularly radio fre-
quency (RF) energy harvesting (RFH), that has the potential to realize perpetual
operation of IoT.

2.1 Ambient Energy Harvesting Solution for Low Power
Devices

In recent times there has been a lot of focus on novel techniques to provide on-line
energy replenishment of depleted batteries of the wireless devices. Energy harvest-
ing from the ambient sources such as solar [3], wind [4], vibration [5], ambient RF
[6], and strain from human activities [7] are a few prominent ways to recharge a bat-
tery. In [8], an alternate ambient energy harvesting solution was proposed. It was
shown that in a dense network scenario, some nodes can scavenge the in-network
RF energy available due to the ongoing data communications in the neighborhood.
Ambient energy harvesting solutions can lead to green designs for low power sus-
tainable network operation. With RFH, battery constrained wireless devices in D2D
communications, under-laid or overlaid with cellular networks, can harvest and use
RF energy for their local direct communications [9]. This enables the mobile or static
D2D users to access the same spectrum band for cellular communication dynami-
cally with minimum interference to the licensed or primary users, as well as oppor-
tunistically harvest energy from the ongoing nearby communications. This results in
high spectral as well as energy efficiency, especially in highly dense networks.
However, due to low intensity of the available ambient energy, ambient energy
harvesting might not be suited for high power and quality-of-service (QoS)-
constrained applications. Also, spatio-temporal dependence of these ambient energy
sources on the environmental conditions, makes them unreliable for the perpetual
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Fig. 1 Hybrid energy harvesting solution for sustainable M2M communications

network operation. Hybrid energy harvesting, as demonstrated in Fig. 1, can over-
come this limitation by integrating the benefits of multiple energy harvesting tech-
nologies. Though this incurs an additional cost of employing multiple energy har-
vesting circuits at each wireless device. Dedicated RF energy transfer providing an
attractive alternative solution for networks with stringent energy and QoS require-
ments is discussed next.

2.2 Dedicated RF Energy Transfer to Meet High Power
Requirements

Deployment of numerous unmanned wireless mobile devices in IoT and M2M
communication systems introduce new challenges. Also, when these devices have
strict QoS and energy requirements, an on-demand energy replenishment solution is
required to enable renewable energy cycle of the on-board batteries. In this context,
RFH from a dedicated RF energy source has emerged as an effective solution [10].
Here, the “last meter” technologies, such as, IEEE 802.15, ZigBee, WiFi, and other
unlicensed RF communications can be potentially used for energy replenishment of
battery constrained wireless devices via dedicated RF energy transfer (RFET).
RFET can provide proactive energy replenishment of next generation wireless
networks. Unlike other energy harvesting techniques that depend on the environ-
ment, RFH can be predictable or on-demand, and as such it is better suited for
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supporting QoS-based applications. Mobile RF energy transmitters in vehicular
networks can provide energy replenishment to the wireless devices belonging to
pedestrians and passengers. Mobile RF sources also help in improving the quality of
monitoring by extending the lifetime of the wireless sensors in IoT. RFET also aids
by eliminating the wired connection for power supply to the sensors and actuators
installed on the moving components.

2.3 Analytical Characterization of Wireless RF Charging
Process

As, discussed in previous section, RFET plays a pivotal role in several sustainable
applications. Here, we discuss a recently proposed analytical model to quantify the
efficacy of RFET process.

2.3.1 RF Charging Time

Characterization of RF charging process is required to determine the end-to-end
energy efficiency of the RFET process. As the incident RF waves provide constant
power (instead of constant voltage or current) to the storage element, a new theo-
retical framework for analyzing the charging behavior was proposed in [12]. Com-
mercial RF harvester from Powercast, P1110 energy harvesting evaluation board
(EVB) [11], whose functional block diagram is shown in Fig. 2a is used for RFH.
P1110 EVB can harvest energy from the incoming RF waves in the frequency range
of 902-928 MHz. The operating range for the input RF power is from —5 dBm to
+20 dBm. The RF-to-DC converted energy is stored in an on-board super-capacitor
that can be later used for powering a wireless device. RF charging process that pro-
vides constant power to the energy storage element is different from the conventional
constant-voltage and constant-current charging methods. The output voltage on the
Vour pin increases with charging time. There is an internal voltage monitor circuit
to protect the system, and as soon as the output voltage reaches a desired maximum

(a) (b) R

NV

fmT' Y Va(t)

RFix

P =V(t)I(t) Vet) —_— C

Fig.2 RF charging module and equivalent series RC circuit model [12]. a P1110 functional block
[11]. b Equivalent series RC circuit
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threshold, the charging circuit is disconnected from the energy storage device. This
maximum threshold voltage from the P1110 harvester IC can be adjusted between
0 and 4.2 V, as required per the requirement. The simple equivalent series RC cir-
cuit model is shown in Fig. 2b, where P is the DC power available after RF-to-DC
conversion or rectification, V(¢) is the voltage on V,; pin, I(¢) is the source current
with R as the equivalent series resistance of the super-capacitor C.

The RF charging time equation, providing the time T, required to store
Q coulombs of charge in an initially uncharged capacitor with capacity C Farads,
is given by [12]:

1 20V, A+CV,
T=2RC|—=5— +In| —= (1
27 |A-cv, A-CV,

where, A = 4/Q? + 4C2RP and Q = CV,.. RF charging voltage and current equations
as a function of time ¢, derived in [12], are given by (2) and (3), respectively.
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Here Z = % [1 + W, (e'*# )|, where with the knowledge that ot > 0, W, (x) is
the Lambert function [13] (principal branch).

2.3.2 Experimental Validation

Experimental validation for the RF charging equations discussed above was also
provided in [12]. The experimental set up (in Fig. 3a) consists of an RF source and
RFH end node, which are separated by 45 cm. Digital oscilloscope and multimeter
are used for measuring the voltage and current flowing in the 50 mF super-capacitor
used for storing the harvested DC power. Figure 3b shows a closely-matched analyt-
ical (given by (2)) and experimental results for voltage across the super-capacitor.

2.3.3 Charging Time Distribution

RF charging time 7 is defined as the time required to charge a super-capacitor from
a residual value V; to a maximum operating voltage Vy, (say 3 volts), corresponding
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Fig.3 Experimental validation of RF charging equations [12]. a Experimental setup. b RF charg-
ing voltage variation

to the maximum energy that can be stored in the super-capacitor. Mathematically,
To=T (Vf) — T (Vj), with T(:) is given by (1). V; is a random variable with lower
bound V; (say 2 volts), corresponding to the minimum energy required in the super-
capacitor for the intended sensor node operation. The relationship between the cumu-
lative distribution function (CDF) of T~ and V;, i.e. F T, and F v,» as derived in [12]
is given by:

2\/15(1—%)
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where the initial residual voltage, v = \/72 3 . From
- ( - )
(4), probability density function (PDF) of T is:
dF, d 1 /P
Fr) = — =, = fy,©) { Vi 5)

2a(y)-»
where fy, (v) is the PDF of the residual voltage v and Z” = W, et Tre
The RF charging equations and charging time distribution discussed are useful in
evaluating the performance and efficacy of RF harvesting assisted sustainable IoT
operation.
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3 Strategies for Improving RF Energy Transfer Efficiency

We now motivate the problem of realizing RF harvesting assisted sustainable IoT
operation by first discussing the shortcomings of the conventional direct or single-
hop RFET. After that we discuss strategies for improving the efficiency of RFET.

3.1 Limitations of Conventional RF Energy Transfer
Technology

RFH from a dedicated source shows several promising directions and has an advan-
tage over non-radiative wireless energy transfer technologies [14] in terms of relaxed
coupling/alignment and distance requirements. However, conventional single hop
RFET suffers from various losses due to the path loss, energy dissipation, shadow-
ing, and fading. The problem is exacerbated by very low energy reception sensitivity
(—10 dBm as compared to the sensitivity of —60 dBm for wireless information trans-
fer), fast decreasing RF-to-DC conversion efficiency at low receive powers and upper
limit on the maximum transmit power due to human health hazards caused by high
power RF radiation [2]. These limitations are summarized in Fig. 4.

So, to practically realize the implementation of perpetual IoT, there is a need
for novel schemes to significantly improve the efficiency of RFET. Next section is
dedicated to the smart RF energy harvesting schemes [2] for achieving this goal.

3.2 Multi-path Energy Routing

While directional RFET from a dedicated RF source positioned in the close proxim-
ity alleviates the earlier mentioned problems faced by ambient RFH to some extent
due to relatively higher power density, novel techniques are required to further boost
the energy transfer efficiency of the RF source. Also, as shown in Fig. 4, a lot of
energy in RFET gets wasted owing to the dispersion as a result of wide angled radi-
ation pattern of the RF source. The effect of this loss is further compounded due

RF source i End node

v

1. Maximum permissible 3. Propogation losses 4. Low RF energy

reception
sensitivity

power limits

2. Wide angled radiation

pattern 5. Low RF-DC

conversion efficiency

Fig. 4 Drawbacks of conventional single-hop RF energy transfer
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Fig. 5 Block diagram of multi-path energy routing [2]

to very low RF-to-DC rectification efficiency for low received RF power [15]. An
efficient way to reduce this energy loss is to deploy dummy nodes or use the neighbor-
ing nodes as energy routers. Thus, these energy routers provide alternate RF energy
paths to the target node, apart from the direct energy path from the RF source. Multi-
path energy routing (MPER) provides an efficient RFH communication by overcom-
ing these hardware based shortcomings. The conceptual block diagram of MPER
shown in Fig. 5 illustrates that MPER is composed of three multi-hop energy trans-
fer (MHET) paths other than the direct single-hop path.

The energy saving and RFET range extension in MHET is achieved by first col-
lecting the otherwise dispersed and dissipated RF energy transmitted by the RF
source with the help of energy routers, and then directing it to the desired end node
via alternate paths, with reduced path loss, other than the direct single hop path.
Higher received power also results in improved RF-to-DC conversion efficiency.

3.2.1 Three-Tier Architecture in Multi-hop RF Energy Transfer

The basic MHET system model comprises of a three-tier architecture as shown in
Fig. 6. These three tiers, namely (i) RF source, (ii) Energy relay, and (iii) End node,
are explained below in detail.

o RF source: A commercial RF energy source, such as, HAMEG RF synthesizer
HMS8135, which transmits at a power level, say +13 dBm at 915 MHz frequency.
o Energy relay: Relay or intermediate node is placed in between the source and
the end node. It is composed of the P1110 EVB that harvests RF energy from the
RF source through a 6.1 dBi antenna and stores the harvested DC power in a 50
mF super-capacitor. It also comprises of a modified MICA2 mote, powered by the
harvested energy stored in the super-capacitor, to transmit RF energy to the target
node in the form of data packets with the aid of a 6.1 dBi antenna. The maxi-
mum transmit power level of the MICA2 mote is +3 dBm during discontinuous
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Fig. 6 Three-tier architecture for MHET and MPER

transmission or ON cycle as compared to the source’s continuous transmission at
+13 dBm. More details related to mote programming are provided in [16].

o End node: This is the farthest node for which readings are recorded in both the
multi-hop or multi-path transmission case with relay node(s) and the source as
transmitters, and single-hop RFET case where only the source transmits the RF
energy. The end node consists of an RF-to-DC transducer (P1110 EVB) for har-
vesting energy from the RF source and the relay node through a 1 dBi dipole
antenna. The converted DC energy is stored in a super-capacitor (of capacitance
50 mF or higher).

We use this three-tier nodal architecture in the experimental implementation of
MPER in both sparsely and densely distributed wireless sensor networks (WSNs).

3.2.2 MPER in Sparsely Deployed WSNs

In a sparse deployment, the direct line of sight (LoS) single-hop energy path to the
end node is not affected by the blocking caused due to the physical presence of the
energy relays’ presence. However, the relay/intermediate node receives energy sig-
nal with lower strength due to larger distance from the RF source. The conceptual
block diagram of MPER in sparse case, along with the experimental setup is shown
in Fig. 7. It presents a 3-path energy transfer where two intermediate nodes are sym-
metrically placed on the either sides of the LoS path for improving the overall end-to
end RFET gain.
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3.2.3 MPER in Densely Deployed WSNs

In a dense deployment, charging of a battery-powered wireless device directly using
LoS single hop RFET may not be very efficient due to the blocking/shadowing
caused by the neighboring nodes. So, these intermediate nodes can be made to act
like energy routers or relays for the end node by adding RF energy transmission capa-
bility to them. Here, RFET efficiency of the overall system can be further improved
by recharging multiple nodes simultaneously, as the wireless nodes near to the end
node can collect the otherwise dissipated RF energy. MPER in dense network sce-
nario can be explained with the help of a block diagram shown in Fig. 8.

In the case of direct energy transfer (DET), as shown in Fig. 8a, none of the inter-
mediate nodes have transmission capability. As a result, the end node and the two
intermediate nodes receive energy via direct 1-hop path from the RF source only. On
the other hand, in two-path energy routing (Fig. 8b), intermediate node two has the
additional energy transmission capability. So, the end node receives energy via two
paths: one from the RF source directly (via one hop) and the other via two hop-path
with intermediate node 2 acting as an energy router. In the case of three path-path
energy routing (Fig. 8c), both intermediate nodes 1 and 2 have the transmission capa-
bility. As aresult, the end node receives via three paths, namely (a) one hop path from
the RF source, (b) two hop-path from the RF source with intermediate node 2 acting
as an energy relay, and (c) three hop-path from the RF source with intermediate node
1 and intermediate node 2 acting as first and second energy router, respectively. Here
we have assumed that there is no direct energy transmission from the first intermedi-
ate node to the end node due to discontinuous transmission of the first intermediate
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node, that too at low transmit power which also suffers from blockage by the second
intermediate node’s position.

The experimental set-up for MPER in dense case is shown in Fig. 9a. Here, the
intermediate relay nodes have been positioned systematically to support the 3-hop
RF energy transfer, i.e., the first intermediate node is in a better position than the
second intermediate node, and both intermediate nodes are in a better position than

(a) (b)

Tek JL

M 5005

CH3 500my

Fig.9 MPER (3-path) in a dense network [17]. a Experimental set-up. b Snapshot of the oscillo-
scope reading
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the end node. Therefore, the second intermediate node receives energy from the RF
source in a two hop fashion with first intermediate node as the energy relay and
then second intermediate node itself acts as a 3-hop energy relay along with the
first intermediate node to the end node. Thus, we have created a scenario that best
suits the 3-hop energy transfer, i.e., the first node has been kept at a position such
that it can help in getting more discharging and charging (or ON-OFF) cycles of the
super-capacitor at the second intermediate node in the case of 3-hop RFET than in
the 2-hop case when the first intermediate node was OFF or was a simple energy
receiver with no energy transmission capability. Figure 9b shows a snapshot of the
digital oscilloscope reading that shows the super-capacitor voltage plots for the inter-
mediate nodes 1, 2, and the end node on channels 1, 2, and 3, respectively. It can be
observed from the snapshot that the number of charging-discharging cycles for the
first intermediate node are much higher than the second.

3.2.4 Experimental Results: Faster RF Charging Time

For the sparse case, both 2-path scenarios (left 4 direct path, right 4 direct path) as
well as 3-path scenario (direct + left + right path) are shown in Table 1. Compared
to DET, the RF charging time saved while charging the end node’s capacitor up to
3V is about 18 % and 28 %, respectively, in the 2-path and 3-path energy routing
cases [17].

The MPER time gain results for the dense case as plotted in Table 2. Results show
that both 2-path (1-hop and 2-hop path) and 3-path (1-hop, 2-hop, and 3-hop path)
MPER provide time gains of around 12 % and 18 %, respectively, over DET for charg-
ing the end node up to 3 V [17]. The energy gain in both sparse and dense scenarios
is the same as the time gain, because energy and time are proportional for a constant
power source.

Table 1 Time gain in sparse deployment

Voltage level (V) Average left-direct Average right-direct | Average 3-path gain
gain (%) gain (%) (%)
5.17 4.32 10.95
2 8.29 7.96 14.83
19.72 18.13 28.84

Table 2 Time gain in dense deployment

Voltage level (V) Average 2-path gain (%) Average 3-path gain (%)
1 6.45 12.23
2 6.86 13.50
3 12.13 17.43
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3.3 Optimal Energy Relay Placement in Two Hop RFET

Energy gains in MPER and MHET are strongly influenced by the relay placement.
So, here we discuss the optimal relay placement (ORP) for maximizing the efficiency
of two hop RFET.

3.3.1 Analytical Model for Energy Relay Node Operation

The end node receives power from the RF source continuously. However, as dis-
cussed above the transmission from the relay node (or intermediate node) is discon-
tinuous, because energy relay node does not have a dedicated external power supply.
The relay node is operated by the RF energy harvested from the RF radiation of the
RF source that is primarily directed to the end node. So basically, the relay nodes
forward the scavenged energy from the dispersed radiation of the RF source. Thus,
there is a continuous cycle of no transmission (OFF) state and energy transmis-
sion (ON or active) state in the relay node, as shown in Fig. 10a. During OFF state,
the communication module of the relay node goes into sleep mode to allow itself
recharge its drained storage element so that it can again re-transmit during the ON
state. And during the ON state, the relay node transmits energy to the target node
using its stored energy, until the remaining energy reduces to a minimum threshold.

It may be noted that the relay node consumes a higher (different) amount of cur-
rent during discharging or ON state as compared to the charging or OFF state. So,

I(t) Ip(t)

@) (b) Yie®
P= 1':f'mr:© V() { Vir(t) R

1. Battery discharging 1. Battery charging

2. Processor active 2. Processor sleep

3. Transmission 3. No transmission

(c) 4

——OFF state
==-0ON state H

0 50 100 150
Time (seconds)

Fig. 10 Analytical model for relay node [15]. a ON-OFF state model. b Equivalent RC parallel
circuit. ¢ Energy relay duty cycle
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the transmitter module of the energy relay node can be modeled as a resistive load
of different resistance values [18] in the ON and OFF states, which is driven by the
RF energy harvested and stored in the super-capacitor. So, the equivalent parallel
RC circuit model for the relay node is shown in Fig. 10b. The charging or OFF state
is represented by a high resistance value R, because of low current consumption
during sleep or no-transmission state. On the other hand, discharging and ON state
is represented by a low resistance value R, to allow more current flowing through
the load, which comes both from capacitor (discharging or ON state) and constant
power source. The resistance R, and R, values are obtained experimentally by
measuring the consumption of the energy transmission unit of the relay node during
the charging or OFF state and discharging or ON state, respectively.

It should be noted that, the relay node has two separate antennas for RF energy
reception and transmission. So, it can continuously harvest energy from the RF
source and transmit energy discontinuously in terms of bursts of “dummy” pack-
ets during the ON state. Hence, the duty cycle of relay node’s transmission with Ty
and T as the ON and OFF state duration, respectively, is:

D53 = ——onr ) ©)
e TON(xr’yr) + TOFF(xr’yr)

1 PPCR 1, C2—(CV,)! !

Ton(sy,) = Ry, Clog <W> and  Topp(x,y,) = 5R;C X

PPCR,,C*—(CV,)’

< POCR,C2~(CV;)’

at the relay for its working and V, corresponds to the fully charged super-capacitor
C, signifying that the relay is ready for transmission. PQC is the DC power available
after rectification at the relay. Duty cycle of the relay transmitter is plotted in Fig. 10c
for RF source to end node distance of 50 cm [15].

1

. V; corresponds to the minimum energy E,;, = 5 CV?, required

3.3.2 Optimal Relay Placement on a 2-D Euclidean Plane

The physical presence of the relay node between RF source and end node may
cause blocking to the DET. This requires characterization of the blocking losses. The
blocking region characteristics [2] are shown in Fig. 11a for different relay positions
between the RF source and the end node, which are placed 50 cm apart. It is clear
that, the intermediate node can cause significant blocking loss. Interestingly, there
lies an intermediate region between the blocking and non-blocking region, which
can provide energy gain due to reflection. To maximize the energy gains from the
relay node transmission solely, one needs to operate in the no blocking region.

As discussed above, in order to ensure that DET is unaffected by the presence
of relay node R, it is positioned away from the LoS path between RF source S
and end/target node 7. The non-blocking position of R, y, distance away from the
LoS path for DET depends on many parameters such as, the transmit power of the
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Fig.11 Optimization model for relay placement in two-hop RFET. a Blocking characterization [2].
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RF source, radiation pattern of the RF source and target node antennas, distance
x, between RF source and target node, distance x; between the relay transmitter
and receiver, and physical properties of the relay node, e.g., reflection coefficient,
antenna cross-section area. y, can be determined experimentally through trial runs.
However, we restrict our discussion to determine the position of relay node R to
maximize the two-hop RFET efficiency without affecting the DET. The network
topology considered is shown in Fig. 11b.

3.3.3 Results and Discussion

The detailed discussion on the impact of the ORP problem in two-hop RFET (2HET)
has been provided in [15]. The ORP problem deals with circuits analysis (discussed
in Sect. 3.3.1), antenna propagation (Fig. 12a) and RF-to-DC conversion characteris-
tics (Fig. 12b). The polynomial-fit functions as plotted in Figs. 12a and 12b are used
for characterizing the MHET energy gains provided by ORP. Also, since the ORP
problem is nonconvex, a modified @-based branch and bound (aBB) method [19]
based global optimization algorithm is employed to solve the problem up to some
predefined acceptable tolerance €. The convergence of the global optimization algo-
rithm proposed in [15] is shown in Fig. 12¢ for a case with source to end node dis-
tance of x, = 100 cm. The results show a fast convergence with fast decaying gap
between the upper and lower bounds on the mean received power P, at the tar-
get node due to two-hop RFET. Negative of P, is plotted because the proposed
algorithm is a minimization algorithm, that finds the ORP which can provide the
minimum —P, 7, or in other words, maximum P,y pr.

The received mean power P,y at end node for the topology shown in Fig. 11b
with x, = 100 cm and y, = 25 cm is shown in Fig. 13a. The plot shows that the
mean received power at the target node is a nonconcave function of the relay
position x,,y,. Also, the received power at the target node undergoes construc-
tive and destructive interference depending upon the path difference between the
RF energy waves received from the RF source and the relay node. These regions
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for relay position x,, y, providing constructive interference, denoted by C where
the mean received power P, at target node is more than equal to the DET, i.e.
C. = {(x.-,) IPager (x,,¥,) = Ppgr }; and destructive interference denoted by D,
where the mean received power at target node is less than that in case of DET only,
ie. D = {(x.,,) |Pogr (x,.¥,) < Ppgr}. are plotted in Fig. 13b. This reiterates
the importance of ORP in 2-hop RFET, because an arbitrarily positioned relay in
2HET can cause destructive interference at the target node, resulting in even poorer
performance than DET.
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3.4 Beamforming Techniques

3.4.1 Energy Beamforming

Multi-antenna transmission techniques achieve spatial multiplexing like the case of
multiple-input multiple-output (MIMO) systems, by employing energy beamform-
ing, as shown in Fig. 14. Energy beamforming improves the RFH efficiency in long-
distance RFET by exploiting large antenna array gain. However the performance
of energy beamforming techniques is strongly influenced by the quality of channel
state information (CSI) feedback. In [20], it was shown that an accurate CSI feedback
based energy beamforming can provide higher RFET efficiency. This increase in effi-
ciency is achieved at the cost of significant time overhead incurred at the receiver,
leading to lesser time for RFH. So, there exists a tradeoff.

3.4.2 Distributed Beamforming

Distributed beamforming enables a cluster of distributed energy sources to coopera-
tively form a virtual antenna array by transmitting RF energy simultaneously in the
same direction to an intended energy receiver for better diversity gains [21]. Coopera-
tive beamforming can provide RFET efficiency enhancement by adjusting the carrier
phase of each energy transmitter and compensating for the path difference between
the energy waves arriving at the target node, thus causing constructive interference.
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Fig. 14 Beamforming techniques for the enhancement of RFH efficiency [2]
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This results in increased directivity that can provide a maximum of N? times power
reception of RF power for N cooperative RF energy transmitters [22]. Cooperative
distributed beamforming can also provide energy transfer range extension in two
hop RFET as shown in Fig. 14. However, all these energy gains are achieved at the
overhead cost required for the phase, frequency, and time synchronization for high
frequency carrier signals. The challenges arise in the implementation, e.g., time syn-
chronization among energy sources and coordination of distributed carriers in phase
and frequency so that RF signals can be combined constructively at the receiver.

3.4.3 Cooperative Energy Relaying

Cooperative RF energy relaying is useful for small inter-nodal distances. Here,
the end node can simultaneously receive energy from the RF source and the relay
node(s). Itis conceptually similar to the coherent MPER. Cooperative energy relaying
provides increased RFET efficiency and energy savings by employing distributed
beamforming of continuous transmission from the RF source and discontinuous
transmission of relay nodes, as shown in Fig. 14. The main challenge here is to
find the optimal relay placement or make relay selection to jointly maximize the
energy transfer and information transfer gains. However, as it was shown [23], relay
selection has to leverage between the efficiency of RFET and wireless information
transfer.

3.4.4 Optimal Relay Placement Study

The proposed optimization model in [15] was further extended by incorporating dis-
tributed beamforming to enhance the RFET efficiency at the cost of added synchro-
nization requirement at the RF source and relay node. With the knowledge of RF
source position, relay node can be placed on the feasible Euclidean x-y plane shown
in Fig. 11b, in such a way that their respective local oscillators can be synchronized
by introducing a controlled phase shift for compensating the path differences. This
results in constructive interference at the target node, irrespective of the relative dis-
tance of the RF source and the relay node form the target node, i.e. D, = @ in this
case. Using this distributed beamforming of the RF source and the relay node for
getting in-phase energy waves at the target node, the relay node is simply moved
along the x-axis at y, distance from LoS path for a given x-axis position, in place of
moving along the y-axis. This reduces the ORP problem discussed in Sect. 3.3.2 to
a single-dimensional (or one variable) nonconvex problem.

The mean received power at the target node along with the branching operation
of the algorithm proposed in [15] is shown in Fig. 15a. Here NCF refers to the near
convex function approximation for the actual P, in a given branched subspace
x, for relay placement. This NCF is minimized to provide the upper bound on the
achievable P,y in a given search subspace [15]. Also, Fig. 15b shows that the ORP
with distributed beamforming with Powercast P1110 energy harvester and antenna
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Fig. 15 ORP problem results for distributed beamforming [15]. a Received mean power.
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turns out to be pseudoconcave function of the relay position (x,,y,). The function
f(x;) in Fig. 15b represents P,,,r(x,) as a function of relay position (xr, yo). This
problem also involves investigation of a nontrivial tradeoff between the energy scav-
enged at the relay versus the effective energy delivered by the relay to the end node
(see Fig. 15¢c). Here, P‘*ff is the effective transmit power from the relay node con-

sidering the duty cycle D and the discontinuous transmission, whereas PCont is the
received power at the target node if the relay node is assumed to have contlnuous
transmission with transmit power P, .

Figure 16a provides performance comparison of 2HET with ORP and 2HET with
arbitrarily-placed relay (e.g., left (x, = %" - y, =1Yy,), center (x, = = — —, v, =

Yp), or right (x, = 34ﬁ - %‘1, v, =yo) [15]). The trends in RFET efﬁc1ency improve-
ment with ORP is not monotonic. It is a function of the distance x, between RF
source and the end node. The plots here show that the maximum RFET efficiency
gains with different x,, values occur at different ORP distance x,. Distributed beam-
forming offers simplicity in relay placement as well as more RFET efficiency gain at
the overhead cost of phase synchronization requirement at the RF source and relay
node.

The results in Figs. 16b and 16c show that, the energy saving at the RF source due

to faster charging and thus quicker switching off of the RF source [15, 16] increases
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with increased x,,. A relative look at the Figs. 16b and 16¢ further reveal that the
improvement in the energy saving provided by ORP with respect to arbitrarily posi-
tioned relay in 2HET can be even higher than the gain with respect to direct single
hop RFET or DET. For example, with x, = 100 cm the ORP with distributed beam-
forming can provide an energy saving of 9 kJ with respect to the relay placement at
the center (non-shadowing or y, distance away from LoS path), whereas the maxi-
mum energy saving as compared to DET is about 5 kJ. This is because, an arbitrarily
positioned relay in 2HET can cause destructive interference of the RF waves received
from the source and the relay at the destination, thus resulting in even poorer RFET
performance in 2HET as compared to the DET.

3.5 Network Level Strategies

In [24], RFH was considered as a media access control (MAC) problem for maximiz-
ing the RF harvesting rate while keeping the interference to the nearby data commu-
nication minimum. The proposed RF-MAC protocol tackled several challenges like,
time allocated for RFET, priority between wireless information and energy transfer,
choice of frequency for data and energy transmission, and simultaneous RF charg-
ing of a node by multiple energy transmitters. But there is need for novel MAC



Energy Harvesting and Sustainable M2M Communication in 5G Mobile Technologies 119

and routing protocols for cognitive M2M communication in heterogeneous networks
with energy harvesting capability. In this regard, the most important challenge is
to have a protocol architecture (MAC + routing) for joint optimization of RFET
efficiency and wireless information transfer reliability, while taking into account
various system parameters and practical hardware constraints. Some of the critical
parameters of interest are RF charging time characterization, relay node positioning
for efficient MPER, cooperation among the participating nodes for joint energy and
data transfer, interference minimization, and collaborative RF energy transmission
of multiple transmitters.

3.6 A Case Study: Networking Consequence of Smart RF
Harvesting Communications

With the improvement in RFH efficiency achieved by the strategies discussed in this
section and the RF charging time characterization presented in Sect.2.3, an opti-
mal schedule for mobile RF source will provide the order in which wireless devices
should be served to have an uninterrupted perpetual IoT or sensor network opera-
tion (see Fig. 17a). We have considered a pollution monitoring network, consisting
of differential sensor nodes with different number of sensors per board. The average
energy consumption per sensing cycle in a pollution sensing node increases from
50-601J to 140-150 J as the number of sensors per node is increased from 1 to 4 [2].
We consider the usage of an integrated data and energy MULE (iDEM) [10] for wire-
less RF charging of the nodes along with the wireless data collection. The network
size depends on the average charging time, which in turn depends on the residual
node energy on the iDEM visit and the average energy consumption per node. In
order to serve maximum number of nodes, the iDEM should spend minimum time
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Fig.17 RFH communication network with mobile joint RF source and data collector(s) [2]. a Joint
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efficiency
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in traveling, so that the length of the overall tour is minimized. So, the IDEM should
follow the shortest Hamiltonian cycle, which can be found using meta-heuristics like
genetic algorithm. The extension in the sustainable network size achieved by quicker
charging of the rechargeable sensor nodes via advanced RFH circuits [18] and smart
RFH communication techniques, due to 50 % more harvested DC power as compared
to the conventional RF harvesting networks with single iDEM. The corresponding
results are plotted in Fig. 17b.

4 Wireless Powered Communication Networks

4.1 State-of-the-Art Research

One very important characteristic associated with RFH is that the wireless signals
can also be used as a means for the delivery of both information and power. This
has introduced a new generation of wireless networks called wireless powered com-
munication networks (WPCNs), in which the uplink information transfer from the
wireless devices is powered by the downlink RF energy transfer (RFET) from the
base station.

Another closely related concept on the usage of the RF radiation for energy har-
vesting has lead to simultaneous wireless information and power transfer (SWIPT)
[25] to the energy-constrained receiver. SWIPT is different from conventional energy
harvesting techniques, where energy is harvested from RF signals meant for wire-
less information transfer [26]. So, both energy and information transfer occurs in the
downlink. SWIPT has been discussed in the pioneering works in [27, 28], assuming
that the receiver is capable of decoding information and harvesting energy from the
same RF signal. However, it was argued in [26] that this approach is not practically
feasible. The study in [26] introduced two mechanisms for practical implementation
of SWIPT: (a) power splitting (PS) and (b) time switching (TS). These three different
paradigms of wireless RFET are shown in Fig. 18.

RFH sustainable IoT or RF-powered M2M communications form a slightly dif-
ferent scenario. Here the energy is harvested by the machines or mobile devices

HAP: Hybrid Access Point —* Energy transfer
AN: Applicationnode ~ _____ » Informationtransfer
(a) HAP (b) HAP

/AN, A A
O P A S i

Fig. 18 Wireless RF energy transfer scenarios. a RFET. b SWIPT. ¢ WPCN
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from both the downlink and uplink RF radiations meant for information exchange
between the primary users or the neighboring wireless devices. So, the M2M com-
munications are powered either by a dedicated hybrid access point (HAP) or by the
energy harvested from the data communication taking place in the neighborhood.

4.2 RF-Powered M2M Communications

As discussed earlier, extending the concepts of information communication and
energy transfer in Fig. 18, RFH can lead to perpetual operation of WPCNs and
SWIPT networks. However the existing literature considers the sustainability of
conventional networks with homogeneous devices. In this section, we outline the
sustainability of M2M communications in a heterogeneous environment for both
infrastructure-based and infrastructure-less networks. Specifically, we consider the
following three categories of sustainable M2M communications:

o Infrastructure-based cellular networks or network-Assisted M2M communica-
tions: Here the M2M communications, or more specifically D2D communications
are powered by the ambient RF radiation available in the environment due to infor-
mation transfer between the base station and the licensed mobile users. In this
scenario, care has to be taken to avoid the interference caused by the D2D com-
munications to the existing licensed users in the network.

o Infrastructure-less ad-hoc networks with stationary RF power stations (PS): Here
we consider the optimal deployment of stationary power beacons [29] or RF power
stations for wireless charging of the mobile devices by RF radiation and thereby
providing practically infinite battery lives to the mobiles and eliminating the need
for the power cords. In this case, there is a need for novel strategies to mitigate the
interference caused in the energy transmission by the stationary power stations to
the underlying communication network.

o Infrastructure-less ad-hoc networks with mobile RF source: In this case, rather
than having the stationary power station we propose the usage of mobile dedicated
RF source for replenishing the drained energy of theses devices in order to have
sustainable M2M communications (see Fig. 17a). In this case there is a need for
novel routing and scheduling algorithms for optimal path or route to be followed
by the mobile RF source to minimize the latency and provide a larger network
size support. This mobile RF source can also act an iDEM, thereby providing
joint wireless energy and information transfer.

5 Future Research Directions and Opportunities

Here we present some future research directions in the field of RFH M2M commu-
nications, along with the associated opportunities and the underlying challenges.
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5.1 Joint Information and Energy Transfer

The machines or mobile devices communicating among themselves also require to
exchange information with HAP which can be the source of energy for these devices.
So, there is a possibility of joint energy harvesting and information transfer. In-spite
of several virtues of cooperative relaying, namely, cooperative diversity, efficient
energy and reliable data transfer, due to the huge discrepancy in the receiver’s data
and energy sensitivities, utilizing these assets for SWIPT is of significant interest.
Furthermore a key challenge is to balance time resources for channel estimation
and energy transfer in such systems because longer CSI estimation time can sig-
nificantly affect both information and energy transfer efficiency. Distributed beam-
forming can overcome the form factor constraints of MIMO systems or conventional
energy beamforming by forming a virtual antenna array system. Thus, providing
benefits like increased spectral efficiency, improved directivity, and enhanced spa-
tial diversity. However, there are underlying synchronization bottlenecks, that need
to be tackled. Such an wireless powered sustainable M2M communication network
opens up a new design paradigm, where many designs of physical, MAC, and net-
work layers in conventional wireless networks are being revisited. Also sustainable
M2M communication network poses further challenges of interoperability of mobile
users over heterogeneous networks.

5.2 Relay Assisted M2M Communication

Relay assisted transmission could efficiently enhance the performance of M2M com-
munication when the M2M channel quality is poor due to large distances between
the wireless devices. Relays originally deployed for information transfer can be used
for RFET to the nearby mobile devices by employing SWIPT. These relays acting as
energy resources need to be optimally deployed for efficient energy transfer with neg-
ligible interference to the underlying licensed users. Moreover, mobile energy + data
relays (see Fig. 17a) with controlled mobility can deal with mobile wireless devices
and sparsely distributed network scenarios. Selection of a relay node among var-
ious relays strongly affects the performance of cooperative relaying that can pro-
vide improved energy transfer efficiency, as well as better data transfer reliability.
In [30] a stochastic-scale geometry approach has been adopted to study the impact of
cooperative density and relay selection to analyze the fundamental trade-off between
information transfer efficiency in terms of outage probability performance and RFH
efficiency in SWIPT applications.
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5.3 Software Defined Radio Aided M2M Communication

The increasing demand of voice and multimedia on the move can be met by utiliz-
ing the intelligence and cognizance of the radio. The flexibility and adaptability of
software defined radio (SDR) with machine learning can address the needs of imple-
menting the green sustainable M2M communication network. The SDR technique
can also be used along with the optimal energy beamforming and power allocation
schemes for preventing the source information being intercepted by the energy har-
vesting eavesdropper in secure energy harvesting M2M communication networks.
SDR technique also helps in tackling the inter-operate-ability issue of heterogeneous
M2M communication networks. Distributed beamforming and cooperative energy
relaying aspects in multi-hop M2M communication networks can further improve
RFET efficiency by using the adaptability and reconfigurability of SDR.

6 Conclusion

In this chapter we discussed the challenges and opportunities that lie on the way
towards achieving the goal of sustainable RFH M2M communication. We discussed
the state-of-art research in the field of RF-powered communication networks along
with the recent developments to maximize the efficiency of RFET. During the course
of the chapter we also presented novel RF-powered M2M communication system
models. Finally, we observed that, to fully realize the advantages of perpetually oper-
ating IoT in 5G mobile technologies, cognizance of the radio, adaptability of SDR
and efficacy smart cooperative RFH communications have to be jointly utilized.
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Green 5G Femtocells for Supporting Indoor
Generated IoT Traffic

Elias Yaacoub

Abstract Supporting the traffic emanating from the internet of things (IoT) is a
major challenge for 5G systems. A significant portion of this traffic will be
generated indoors. Therefore, in this chapter, femtocell networks designed for sup-
porting IoT traffic are studied. A deployment scenario of femtocell networks with
centralized control is investigated. It consists of an integrated wired/wireless system,
where the femtocell access points (FAPs) are controlled by a single entity. This per-
mits performing joint radio resource management in a centralized and controlled way
in order to enhance the quality of service performance for all users in the network. It
also allows an energy efficient operation of the network by switching off redundant
femtocells whenever possible. Two algorithms are proposed and analyzed. The first
one is a utility maximizing radio resource management algorithm, whereas the sec-
ond one is a FAP switch off algorithm, implemented at the central controller. The
joint wired/wireless resource management approach is compared to the distributed
resource management case, where each femtocell acts as an independent wireless
network unaware of the channel and interference conditions with the other cells.
The proposed algorithm was shown to lead to significant gains. Furthermore, con-
siderable energy savings were obtained with the green algorithm.

1 Introduction

One of the major challenges for 5G cellular systems is the capability to support the
machine-to-machine (M2M) traffic with the Internet of Things (IoT) becoming a
reality. In fact, IoT is expected to include billions of connected devices using M2M
communications [1]. These devices will have a variety of requirements and differ-
ent types of behavior in the network. For example, certain devices will access the
network frequently and periodically to transmit short amounts of data, such as smart

E. Yaacoub (=)

Strategic Decisions Group (SDG) and Arab Open University (AOU),
Beirut, Lebanon

e-mail: eliasy @ieee.org

© Springer International Publishing Switzerland 2016 129
C.X. Mavromoustakis et al. (eds.), Internet of Things (1oT) in 5G Mobile Technologies,

Modeling and Optimization in Science and Technologies 8§,

DOI 10.1007/978-3-319-30913-2_7



130 E. Yaacoub

meters used for advanced metering infrastructure (AMI) in the smart grid [2, 3].
Other devices can store data measurements and transmit in bulk, unless there is an
alerting situation, such as sensor networks for environment monitoring [4]. In fact,
wireless sensor networks (WSNs) will constitute an integral part of the IoT paradigm,
spanning different application areas including environment, smart grid, vehicular
communication, and agriculture, among others [5]. Solutions to meet the increasing
demand include the deployment of heterogeneous networks involving macrocells
and small cells (picocells, femtocells, etc.), distributed antenna systems (DAS), or
relay stations (RSs).

A significant portion of IoT traffic will be generated indoors. This includes data
from smart meters (for electricity, water, etc.), from monitoring sensors (e.g., for
temperature, pollution levels inside an apartment or building, among other mea-
surements), and for home automation systems. IoT traffic can also emanate from
m-Health applications, with sensors relaying their monitoring data of elderly people
or indoor patients to the appropriate medical personnel and health centers [6]. Fem-
tocell Access Points (FAPs) can be used to handle this indoor traffic and reduce the
load on macrocell base stations (BSs). They generally consist of small, low power,
plug and play devices providing indoor wireless coverage to meet the quality of ser-
vice (QoS) requirements for indoor data users [7]. FAPs are installed inside the home
or office of a given subscriber. They are connected to the mobile operator’s core
network via wired links, e.g. digital subscriber line (DSL) [8]. However, they are
not under the direct control of the mobile operator since they are not connected to
neighboring macrocell BSs (MBSs) through the standardized interfaces, e.g., the X2
interface for the long term evolution (LTE) cellular system.

This chapter investigates the case of 5G IoT in indoor scenarios, where the deploy-
ment of FAPs is used to transmit the IoT traffic. Radio resource management (RRM)
algorithms are proposed for optimizing the resource allocation process and meet-
ing the quality of service (QoS) requirements of the IoT applications. Furthermore,
techniques for the green operation of femtocell networks are proposed, with the
objective of maintaining QoS while ensuring an energy efficient operation of the
network.

The chapter is organized as follows. Femtocell networks are overviewed in Sect. 2.
The system model is presented in Sect. 3. The utility metrics leading to different QoS
and performance targets are described in Sect.4. The joint RRM algorithm imple-
mented at the central controller is presented in Sect. 5, and the FAP on/off switching
algorithm is presented in Sect. 6. Simulation results are presented and analyzed in
Sect. 7. Finally, conclusions are drawn in Sect. 8.

2 Overview of Femtocell Networks

The proliferation of small cells, notably femtocells, is expected to increase in the
coming years [9]. Since most of the wireless traffic is initiated indoors, FAPs are
designed to handle this traffic and reduce the load on MBSs by providing indoor
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wireless coverage to meet QoS requirements for indoor data users [7]. Since FAPs
are not under the direct control of the mobile operator and do not use the LTE X2
interface to connect to other BSs, they pose several challenges to network operation
and management.

A major challenge is that the overall interference levels in the network depend
on the density of small cells and their operation, which affects the configuration of
macrocell sites [10]. In [11], this problem was addressed by proposing macrocell-
femtocell cooperation, where a femtocell user may act as a relay for macrocell users,
and in return each cooperative macrocell user grants the femtocell user a fraction
of its superframe. In [12], it was assumed that both macrocells and small cells are
controlled by the same operator, and it was shown that in this case the operator can
control the system loads by tuning the pricing and the bandwidth allocation policy
between macrocells and small cells.

On the other hand, other works investigated radio resource management (RRM)
in femtocell networks by avoiding interference to/from macrocells. Most of these
works focused on using cognitive radio (CR) channel sensing techniques to deter-
mine channel availability. In [13], the femtocell uses cognitive radio to sense the
spectrum and detect macrocell transmissions to avoid interference. It then performs
radio resource management on the free channels. However, there is a time dedicated
for sensing the channel that cannot overlap with transmission/RRM time. A chan-
nel sensing approach for improving the capacity of femtocell users in macro-femto
overlay networks is proposed in [ 14]. It is based on spatial radio resource reuse based
on the channel sensing outcomes. In [15], enhanced spectrum sensing algorithms are
proposed for femtocell networks in order to ensure better detection accuracy of chan-
nels occupied by macrocell traffic.

In this chapter, LTE femtocell networks are investigated. FAPs are not assumed
to be controlled by the mobile operator. However, in certain scenarios, FAPs at a
given location can be controlled by a single entity. This can happen, for example, in
a university campus, hotel, housing complex, or office building. In such scenarios, in
addition to the wireless connection between FAPs and mobile terminals, FAPs can be
connected via a wired high-speed network to a central controller within the building
or campus. This can allow more efficient RRM decisions leading to significant QoS
enhancements for mobile users. Furthermore, it can allow energy efficient operation
of the network, by switching off unnecessary FAPs whenever possible, and serving
their active femto user equipment (FUEs) from other neighboring FAPs that still
can satisfy their QoS requirements. Due to centralized control, users do not have to
worry about opening the access to their FAPs for FUEs within the premises, since the
controller will guarantee the QoS. This scenario is studied in this chapter, where two
algorithms are presented: A utility maximizing RRM algorithm to perform resource
allocation over the FAPs controlled by the same entity, and an algorithm for the
green operation of LTE femtocell networks via on/off switching. Significant gains
are shown to be achieved under this integrated wired/wireless scenario compared to
the case where each FAP acts independently.
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3 System Model

Figure 1 shows multiple IoT devices that can be found indoors. They include smart
meters (for utilities: electricity, water, gas), sensors (for monitoring temperature,
humidity, environment parameters, or the performance of electrical appliances for
example), and body area networks (BANs) formed by sensors used to monitor a
human being’s vital parameters for m-Health applications. The sensors of a BAN
can send this information via short range communications to the person’s mobile
phone. These IoT devices can communicate with the network through various tech-
nologies such as Bluetooth, Zigbee, or WiFi. In the case of BAN, the sensors actually
use these technologies to communicate with the patient’s smart phone, which in turn
communicates with the access point. With the deployment of 5G and the expected
proliferation of IoT devices, these indoor devices can communicate with an indoor
FAP using the cellular technology. With LTE-Advanced (LTE-A), this can take place
using device-to-device (D2D) communications for example. Similarly, other devices
such as laptops and mobile phones can still use the FAP normally, as shown in Fig. 1.
This allows these devices to benefit from advanced 5G features guaranteeing QoS
levels, and provides an integrated wireless network indoors without incurring any
additional costs, since the indoor communications between IoT devices and the 5G
FAP can be free of charge, similarly to Bluetooth or WiFi communications. This
comes at no loss for cellular operators too, since FAPs are user installed devices and
they relief the MBSs from this indoor generated traffic.

In this chapter, we consider a worst case scenario of a single device connected
to a FAP, and located at the opposite extremity from that FAP inside the house or
apartment. We also assume that the data rate requested by this device is equal to
or larger than the aggregate data rates of several IoT devices and other devices. For
example, real-time smart meter readings require a data rate of around 64 kbps [3],
whereas the data rates considered in the simulations of this chapter are orders of
magnitude larger (on the order of several Mbps). This allows simplifying the simu-
lations without losing the insights from the approach, since a worst case scenario is
adopted.

The system model of the worst case scenario with a single device per apartment,
denoted as the femto user equipment (FUE) is shown in Fig.2. As an example, a
building having three apartments per floor is considered. One FAP is available in
each apartment, primarily to serve the FUEs available in that apartment. The FAPs
are connected to FUEs over the air interface, but they are connected via a wired
network (dashed lines in Fig.2) to a central controller located within the building
(for example, in a room hosting telecom/networking equipment in the basement).

Interference is caused by the transmissions of a FAP to the FUEs served by the
other FAPs in other apartments. In the downlink (DL) direction from the FAPs to
the FUEs, interference is caused by the transmissions of a FAP to the FUEs served
by the other FAPs in other apartments, as shown by the dashed lines in Fig. 3, repre-
senting the interference on the FUE in the second apartment in the third floor from
the FAPs in neighboring apartments. In the uplink (UL) direction from the FUEs to
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FAP

Fig. 1 Connections between a FAP and different IoT devices

the FAPs, interference is caused by the transmissions of an FUE to the FAPs in other
apartments, as shown by the dotted lines in Fig. 3, representing the interference on
the second FAP in the third floor from the FUEs in neighboring apartments. Central-
ized RRM in an integrated wired/wireless scenario, as shown in Fig. 2, can be used
to mitigate the impact of interference and enhance QoS performance. In addition,
centralized control allows to switch certain FAPs off, or put them in sleep mode,
when they are not serving any FUEs, or when the FUEs they serve can be handed
over to other neighboring FAPs within the same building, without affecting their
QoS. An algorithm to implement this green switching approach is one of the main
contributions of this chapter, and is presented in Sect. 6.

In the absence of the central controller and wired connections between FAPs,
each FAP would act independently, without being aware of the network conditions
within the coverage areas of other FAPs. Thus, each FAP would selfishly serve its
own FUEs, regardless of the interference caused to other FUEs, or the redundant
energy consumption.
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The building of Fig.2 is assumed to be within the coverage area of an MBS,
positioned at a distance dgg from the building. The interference from the MBS to the
FAPs is taken into account in the analysis: it is assumed in this chapter that the MBS
is fully loaded, i.e. all its resource blocks (RBs) are occupied, which causes macro
interference to all the FAPs in the building. No coordination is assumed between the
mobile operator of the MBS and the central controller of the building FAPs.

Energy efficient FAP switching in conjunction with intelligent RRM is consid-
ered in this chapter within the framework of LTE. The downlink direction (DL)
from the FAPs to the FUEs is studied, although the presented approach can be easily
adapted to the uplink (UL) direction from the FUEs to the FAPs. In LTE, orthog-
onal frequency division multiple access (OFDMA) is the access scheme used for
DL communications. The spectrum is divided into RBs, with each RB consisting of
12 adjacent subcarriers. The assignment of an RB takes place every 1 ms, which is
the duration of one transmission time interval (TTI), or, equivalently, the duration
of two 0.5 ms slots [16, 17]. LTE allows bandwidth scalability, where a bandwidth
of 1.4, 3,5, 10, 15, and 20 MHz corresponds to 6, 15, 25, 50, 75, and 100 RBs,
respectively [17]. In this chapter, scenarios where the MBS and the FAPs are using
the same bandwidth are assumed (i.e. a frequency reuse of one where bandwidth
chunks in different cells are not orthogonal).

3.1 Channel Model

The pathloss between FUE k; (connected to FAP /) and FAP j is given by [18]:

PLy ;a5 =38.46 +20log o d ; +0.3d, ;

+ 18.3p((HD/(+1)=046) 4 oy 1)
where d, ; is the indoor distance between FUE k; and FAP j, n is the number of floors
separating FUE k; and FAP j, g is the number of walls between apartments, and L,
is a per wall penetration loss. In (1), the first term 38.46 + 20log,, d; ; is the distance
dependent free space path loss, the term 0.3d, ; models indoor distance dependent
attenuation, the term 18.3n("+2/(1+1)-0.46) indicates losses due to propagation across
floors, and gL;,, corresponds to losses across apartment walls in the same floor. In
this chapter, L;,, = 5 dB is used as recommended in [18]. The pathloss between FUE
k; and its serving FAP [ is a special case of (1), withj=[,n =0, and g = 0.

The FAPs in this chapter are assumed to be numbered from j=1to j =L, and
the outdoor MBS is represented by j = 0. The pathloss between FUE k; connected
to FAP [ and the MBS j = 0 is given by [18]:

PLy jap = 153 +37.610g1 doy s ; + 0.3di 4 5 + GLiy, + Loy, )



136 E. Yaacoub
where d, ;. ; is the distance traveled outdoor between the MBS and the build-
ing external wall, dj, ;. ; is the indoor traveled distance between the building wall
and FUE k;, and L, is an outdoor-indoor penetration loss (loss incurred by the
outdoor signal to penetrate the building). It is set to L, =20 dB [18]. In this
chapter, the MBS is considered to be located at a distance dgg from the building.
Thus, the indoor distance can be considered negligible compared to the outdoor
distance. Furthermore, the MBS is assumed to be facing the building of Fig.3,
such that g = 0 can be used. Thus, the outdoor-indoor propagation model of (2)
becomes:

PLy ;qp = 15.3 +37.6log,d; ; + Loy, 3)

Taking into account fading fluctuations in addition to pathloss, the channel gain
between FUE k; and FAP/MBS j can be expressed as:

Hy ;ias = —PLy jag + &+ 101log, Fy )

where the first factor captures propagation loss, according to (1) or (2)—(3). The
second factor, & ;, captures log-normal shadowing with zero-mean and a standard
deviation o; (set to o= 8 dB in this chapter), whereas the last factor, F, o COITE-
sponds to Rayleigh fading power between FUE k; and FAP or BS j over RB i, with
a Rayleigh parameter b such that E{|b|?} = 1. It should be noted that fast Rayleigh
fading is assumed to be approximately constant over the subcarriers of a given RB,
and independent identically distributed (iid) over RBs.

3.2 Calculation of the Data Rates

Letting #,, and Fgg,, be the sets of subcarriers and RBs, respectively, allocated
to FUE k; in femtocell /, Ny the total number of RBs, L the number of FAPs, K, the
number of FUEs connected to FAP [, P;; the power transmitted over subcarrier i by
FAP [, P, the maximum transmission power of FAP [, and R, the achievable data
rate of FUE k; in femtocell /, then the OFDMA throughput of FUE k; in femtocell /
is given by:

Ry, (P, T z) = z By, - logy (1 + By in) &)

ie‘ﬂsub.k,

where B,

is the subcarrier bandwidth expressed as B, = Ni, with B the total
sub

usable bandwidth, and N, the total number of subcarriers. In (5), § refers to the

signal to noise ratio (SNR) gap. It indicates the difference between the SNR needed

to achieve a certain data transmission rate for a practical M-QAM (quadrature ampli-

tude modulation) system and the theoretical limit (Shannon capacity) [19]. Itis given

by f = %, where P, denotes the target bit error rate (BER), set to P, = 107 in
L,
this chapter.
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In addition, in (5), P, represents a vector of the transmitted power on each sub-
carrier by FAP/MBS [, P; ;. In this chapter, the transmit power is considered to be
Pl.max
The signal to interference plus noise ratio (SINR) of FUE k; over subcarrier i in

cell in the DL, y; ;. is expressed as:

equally allocated over the subcarriers. Hence, for all i, we have P;; =

PiHy i ©)

Vil = 7 5
15b 2
quk, + ik,

where o7, is the noise power over subcarrier i in the receiver of FUE k;, and I; K, 18

WKy >
the interference on subcarrier i measured at the receiver of FUE k;. The expression
of the interference is given by:

LK
L= ) Z“kj,m “PijHyi %)
=0 | k=1

In (7), K] is the number of FUEs served by FAP j, and ¥ ij is a binary variable
representing the exclusivity of subcarrier allocation: ¥ ij = 1 if subcarrier i is allo-
cated to FUE k; in cell j, ie., i € jsub,k_,.’ and X ij = 0 otherwise. In fact, in each
cell, an LTE RB, along with the subcarriers constituting that RB, can be allocated
to a single FUE at a given TTIL. Consequently, the following is verified in each
cell j:

K;
2 @ <1 8)
kj:I

The term corresponding to j = 0 in (7) represents the interference from the MBS,
whereas the terms corresponding to j = 1 to j = L represent the interference from
the other FAPs in the building.

4 Network Utility Maximization

In this section, the problem formulation for maximizing the network utility is pre-
sented. In addition, different utility metrics leading to different QoS objectives are
presented and discussed.
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4.1 Problem Formulation

With U® and U,, denoting the utility of FAP / and FUE k;, respectively, such that
Uh = ZkKl_ , Uy, then the objective is to maximize the total utility in the network of
=
. L R
Fig.2, > U":

L
max U, = Y U® 9)
@ i:Pi ot ;
Subject to:
Nsub
ZP,-,, SPiacVli=1,...,L (10)
i=1
KI
Yo < LVi= 1o NyiVi=1,...L an
k=1

The constraint in (10) indicates that the transmit power cannot exceed the maximum
FAP transmit power, whereas the constraint in (11) corresponds to the exclusivity
of subcarrier allocation in each femtocell, since in each LTE cell, a subcarrier can
be allocated at most to a unique user at a given scheduling instant. Different utility
functions depending on the FUEs’ data rates are described next.

4.2 Utility Selection

The utility metrics investigated include Max C/I, proportional fair (PF), and Max-
Min utilities. The impact of their implementation on the sum-rate, geometric mean,
maximum and minimum data rates in the network is studied in Sect. 7.1 using the
Algorithm of Sect. 5.

4.2.1 Max C/I Utility

Letting the utility equal to the data rate U, = R,, the formulation in (9) becomes a
greedy maximization of the sum-rate in the network. This approach is known in the
literature as Max C/I. However, in this case, FUEs with favorable channel and inter-
ference conditions will be allocated most of the resources and will achieve very high
data rates, whereas FUEs suffering from higher propagation losses and/or interfer-
ence levels will be deprived from RBs and will have very low data rates.

4.2.2 Max-Min Utility

Due to the unfairness of Max C/I resource allocation, the need for more fair util-
ity metrics arises. Max-Min utilities are a family of utility functions attempting to
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maximize the minimum data rate in the network, e.g., [20, 21]. A vector R of FUE
data rates is Max-Min fair if and only if, for each &, an increase in R, leads to a
decrease in R; for some j with R; < R, [20]. By increasing the priority of FUEs hav-
ing lower rates, Max-Min utilities lead to more fairness in the network. It was shown
that Max-Min fairness can be achieved by utilities of the form [21]:

—d

Uk(Rk)=—%,a>0 (12)

where the parameter a determines the degree of fairness. Max-Min fairness is
attained when a — oo [21]. We use a = 10 in this chapter. However, enhancing the
worst case performance could come at the expense of FUEs with good channel con-
ditions (and who could achieve high data rates) that will be unfavored by the RRM
algorithms in order to increase the rates of worst case FUEs. A tradeoff between
Max C/I and Max-Min RRM can be achieved through proportional fair (PF) utili-
ties, described next.

4.2.3 Proportional Fair Utility

A tradeoff between the maximization of the sum rate and the maximization of the
minimum rate could be the maximization of the geometric mean data rate. The geo-
metric mean data rate for K FUEs is given by:

X 1/K
RE™ = (H Rk) (13)
k=1

The metric (13) is fair, since an FUE with a data rate close to zero will make the
whole product in RE™ go to zero. Hence, any RRM algorithm maximizing RE™
would avoid having any FUE with very low data rate. In addition, the metric (13)
will reasonably favor FUEs with good wireless channels (capable of achieving high
data rate), since a high data rate will contribute in increasing the product in (13).

To be able to write the geometric mean in a sum-utility form as in (9), it can be
noted that maximizing the geometric mean in (13) is equivalent to maximizing the
product, which is equivalent to maximizing the sum of logarithms:

K K
max H R, < max ln<H Rk>
k=1 k=1

. (14)
= max 2 In(R,)
k=1

Consequently, the algorithmic implementation of (14) can be handled by the algo-
rithm of Sect.5, by using, in that algorithm, U, = In(R,) as the utility of FUE &,
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where In represents the natural logarithm. Maximizing the sum of logarithms in (14)
is equivalent to maximizing the product and is easier to implement numerically.
Hence, letting U = In(R) provides proportional fairness [21, 22].

4.2.4 QoS-Based Utility

The Max C/I, proportional fair (PF), and Max-Min utilities reflect the network per-
formance, but do not indicate if a specific FUE has achieved a desired QoS level or
not. For the green network operation, maximizing sum-rate or the minimum rate
by itself could prevent switching off certain FAPs. Instead, the objective in this
case would be to maximize the number of FUEs achieving their QoS requirements.
Resources allocated to increase the data rates beyond these requirements would be
redundant. Therefore, in this section, we propose a utility that reflects the number of
FUEs achieving a target data rate R,;, or how close they are to achieve it.
The utility function used for this purpose is expressed as follows:

Rk
Uy, = lg, 5z, + 1Rk1<R“‘IT; (15)

In (15), the notation 1 congition) i used such that 1 cpgivion) = 1 1f condition is verified,
and 1 copgitiony = O if the condition is not verified. This utility aims to maximize the
number of FUEs who exceed their target data rate threshold Ry, (first term in (15)),
or, if this is not achievable, reach a data rate as close as possible to R;, (second term
in (15), which corresponds to the fraction of R,;, achieved by the FUE). This utility
is used with the Algorithm of Sect. 6 in order to obtain the results of Sect. 7.2.

5 Centralized RRM Algorithm

To perform the maximization of (9), we use the utility maximization algorithm,
Algorithm 1, described in this section. This algorithm was first presented by the
author in [23]. In this chapter, the energy efficiency aspects are added and investi-
gated through Algorithm 2 presented in Sect. 6, and the two algorithms are compared
in the results section. Algorithm 1 can be applied with a wide range of utility func-
tions, thus being able to achieve various objectives, with each objective represented
by a certain utility function. Hence, it can be used for max C/I, PF, and Max-Min
RRM, with the utilities derived in Sect. 4.2.

Lines 1-8 in Algorithm 1 are used for initialization. The loop in lines 10-21 deter-
mines the network utility enhancement that can be achieved by each (FUE, RB) allo-
cation. The allocation leading to maximum enhancement (Line 22) is performed if it
leads to an increase in network utility (Lines 23—-30). After each allocation, the inter-
ference levels in the network vary. Hence, interference and data rates are updated and
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Algorithm 1 Utility Maximization Algorithm

1: for all FAP [ and FUE k; do
2: forallRBjdo

old _
a> =0
Ky

Uz’ld(aold) =0
end for

: end for
L K

7. Ulorltd Z Z Uold(aold)

=1 k=1
. IImprovemenl =1
9: while Timprovement = 1 do
10:  for all FAP [ and FUE k; do

SARANE

11: for all RB j do
12: aheV = aold
13: a;edw =1
14: for all FAP m and FUE k,, do
15: Calculate the interference and achievable data rates in the network
16: Calculate Ul‘:e“’(a"ew)
17: end for
L K
18: U{loElW — Z Z UﬂCW( nCW)
I=1 k=1
19: Oy = U — Ul"gf
20: end for
21:  end for

22: Find (k*,1",j*) = argmax ;; 6; ;
23: if bk e > 0 then

24 Zld =1
25: for all FAP m and FUE k,, do
26: Calculate the interference and achievable data rates in the network
27: Calculate U (o)
28: end for
29: U[oé:i Z Z Uold( old)
I=1 k=1
30: IImprovemem =1
31:  else
32: IImprovemem =0
33:  endif

34: end while

the novel utilities are computed. The process is repeated until no additional improve-
ment can be obtained (Lines 9-34), with /1, ,vemene being an indicator variable track-

ing if an improvement in network utility has been achieved (Zjpprovement = 1) O Ot

(I Improvement = O)

Algorithm 1 is implemented by the central controller in the scenario described
in Sect. 3. In this chapter, one FUE is considered to be active per femtocell, without
loss of generality. In the case where each FAP performs RRM in a distributed way
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(without wired connections to a central controller), then the maximization of the
three utility types in each femtocell is achieved by allocating all the RBs of a given
FAP to the active FUE. In fact, in this case, there would be no information about the
channel gains and interference levels in the other femtocells. Thus, it makes sense
for each FAP to try to maximize the QoS of its served FUE by allocating all avail-
able resources to that FUE. For a given FAP [, this corresponds, simultaneously, to
maximizing the sum rate, maximizing the logarithm of the rate, and maximizing the
minimum rate (In fact, with one FUE ; present, R, is the only rate and thus would
correspond to the sum rate, the minimum rate, and the geometric mean data rate in
cell ). This uncoordinated allocation will lead to an increase in interference levels,
and to an overall degradation of performance in the network, as shown by the results
of Sect. 7.

It should be noted that Algorithm 1 allocates the resources of a given FAP exclu-
sively to the FUE served by that FAP, i.e., it supports closed access operation,
although it optimizes the performance by providing centralized control over the
RRM process. In a green networking scenario, certain FAPs can be switched-off and
their FUEs served by other FAPs in order to save energy. Hence, an algorithm with
open-access operation, allowing FAP switch off while meeting the QoS requirements
of FUEs is required. Such an algorithm is presented in Sect. 6.

6 Green FAP Switching Algorithm

To perform centralized energy efficient operation of the femtocell network, the pro-
posed Algorithm 2, described in this section, is used. Algorithm 2 is implemented by
the central controller in the scenario described in Sect. 3. In this chapter, one FUE is
considered to be active per femtocell, without loss of generality, since Algorithm 2
is applicable with any number of FUEs per femtocell. An FUE is considered to be
successfully served if it achieves a data rate above a defined threshold Rj,.

In the algorithm, ¢, is a tracking parameter used to track if an attempt has been
made to switch off FAP [. It is set to 6, = 1 if an attempt was made and to 6, =0
otherwise. & is a parameter indicating if FAP [ is switched on or off. It is set to
& =1 if the FAP is active and to & = 0 if it is switched off. In this chapter, we set
MaXRounds =L and MaXAttempls = NRB'

The algorithm finds the FAP that has the lowest load, with the load defined in
this chapter as the number of allocated RBs in the FAP (Line 5). It then makes an
attempt to switch off this FAP by moving its served FUEs to neighboring active
FAPs (Loop at Lines 9-32). The algorithm finds for each FUE, the best serving
FAP other than the current FAP [/, in terms of best average SINR (Line 11). If the
FUE can be successfully handed over to the target FAP (and it can achieve its target
rate after resource allocation at Lines 14-20), it is handed over and the handover
parameter HO_OK is set to 1 (Lines 21-25). If at least one FUE cannot be handed
over, HO_OK is set to 0 and FAP [ remains on after freeing any reserved RBs in
the target FAP (Lines 27-30). When all FUEs are handed over successfully, FAP [
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Algorithm 2 RRM algorithm implemented at a given FAP [

1: for N, g4 = 1 to Maxggnas 4O
2: forl=1toLdo
3: 6,=0
4:  end for <
5. Find[=argmin;,_ 50 2, Zfi‘l“ ;i
6 k=0 '
7. 6 =1
8 HO_OK=1
9:  while k, < K, AND HO_OK =1 do
10: k=k+1
11: Find j* = arg max;,; _, Zf\i‘f Vhoij
12: NAtlempls =0
13: R, =0
14: while (R, <R;,) AND (Zj\i‘f i < Nrp) AND (Npyempis < Maxsgemps) d0
15: NAllempls = NAllempls +1
16: Find i* = arg MaXg, =0 Vg
17: Allocate RB i* to FUE k;: o, ;e » = 1
18: Calculate the rate of FUE k; over RB i*: R ;.
19: SetRy =Ry + Ry, »
20: end while
21: if R, > Ry, then
22: for all RB i such that o ;; = 1 do
23: o, =0
24: end for
25: HO_OK =1
26: else
27: for all RB i such that a; ;. = 1 do
28: a i =0
29: end for
30: HO_OK =0
31: end if
32:  end while
33: ifHO_OK =1AND 3, ¥ a, ;, = 0 then
34: =0
35:  endif
36: end for

can be switched off (Lines 33-35). Otherwise, if at least one FUE was not served
successfully, FAP / remains active.

7 Results and Discussion

This section presents the Matlab simulation results obtained by implementing the
proposed approach under the system model of Sect.3. We consider a building as
shown in Fig. 2. Three apartments per floor are assumed, with one active FUE per
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apartment using the FAP to access the network (assuming one FAP per apartment).
The maximum FAP transmit power is set to 1 Watt, whereas the transmit power of
the macro BS is set to 10 W.

7.1 Results of Centralized RRM with All the FAPs Active

This section presents the results of implementing Algorithm 1 described in Sect. 5
when all the FAPs are active. Scenarios with one floor only (three apartments on
ground floor), two floors (six apartments), and three floors (nine apartments) are
investigated, with the results shown in Figs. 4, 5 and 6, respectively.

The figures show that max C/I scheduling leads to the highest sum-rate in the
network. However, this comes at the expense of fairness, as it can be seen from the
geometric mean results of max C/I. In fact, the bottom subfigures of Figs. 4, 5 and 6
show that max C/I enhances the maximum rate in the network, by allocating most
of the resources to the FUE having the best channel and interference conditions,
while depriving other FUEs from sufficient resources, thus leading to unfairness,
as shown by the minimum rate plots. On the other hand, PF scheduling maximizes
the geometric mean for all the investigated scenarios. Clearly, the minimum rates
achieved with PF indicate that a PF utility is significantly more fair than max C/I.
The results of Max-Min scheduling also show a fair performance. In fact, Max-Min
resource allocation leads to maximizing the minimum rate in the network for almost
all the studied scenarios, except in the case of one and two floors with six RBs, where

m
120 2 40
100 =
@ Qo M
_g. = 30
S 8 o
° 8
= 60 8 20
o c
I 40 ]
g D 10 4
@ 20 =
£
g o =
6 RBs 15 RBs 25 RBs 0] 6 RBs 15 RBs 25 RBs
80 30 —
I vax C/l —
2 0 7 | CerF
§ & 20 [T Max-Min
= =3 I Dist.
% 40 o 15
©
o
¥ I 10
© 20 <
b= = 5 I i
0 il N

6 RBs 15 RBs 25 RBs 6 RBs 15 RBs 25 RBs
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Fig. 6 Results in the case of three floors (nine femtocells)

it is slightly outperformed by PF. This is due to the approximation performed by
taking, in (12), @ = 10 instead of @ = co. When the number of resources increases to
15 and 25 RBs, the algorithm has additional flexibility to implement RRM with Max-
Min such that the minimum rate is maximized compared to the other methods. It can
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also be noted that Max-Min scheduling leads to a geometric mean performance that
is reasonably close to that of PF scheduling, indicating that it also enhances overall
fairness in the network. Figures 4, 5 and 6 also show that, as expected, the data rates
increase for all the studied metrics when the number of RBs increases.

Comparing the joint wired/wireless case to the distributed scenario where each
FAP performs RRM independently without centralized control, it can be seen that the
distributed scenario is outperformed by the integrated wired/wireless approach for
all the investigated metrics: Max C/I leads to a higher sum-rate, PF leads to a higher
geometric mean, and Max-Min leads to a higher minimum rate. This is due to the
fact that with distributed RRM, a FAP is not aware of the interference conditions
to/from other FAPs and FUEs. This leads to a severe performance degradation, as
can be seen in Figs. 4, 5 and 6, although all the RBs of a given FAP are allocated to
the FUE served by that FAP.

7.2  Results of the Green Network Operation with FAP
On/Off Switching

This section presents the simulation results, considering the scenario of Fig. 2, with
different values for R,;, and the available LTE bandwidth. The following methods are
compared:

o The centralized scheduling algorithm presented in Sect. 5. It assumes each FAP
serves only its corresponding FUEs without taking energy efficiency into account.
But the resource allocation is performed by the central controller, which allows to
avoid interference.

o The “selfish” approach, where each FBS allocates all its RBs to the FUE it is
serving, regardless of the allocations in other cells. This scenario assumes neither
centralized control, nor any form of coordination between FAPs. Thus, it would
be logical for each FAP to allocate all resources to its served FUEs, given that no
other coordination or interference information is available.

o The approach proposed in Algorithm 2, where, starting from an initial allocation
without energy efficiency obtained by implementing Algorithm 1, the proposed
Algorithm 2 implements centralized FAP switching off after offloading FUEs to
active FAPs that can maintain their QoS.

In this section, we use a capped capacity formula in order to limit the possibility
of FUEs to achieve their target rate:

RkI(Pl’ fsub,k,) =

max ( 2 Bsub : 10g2(1 + ﬁyk,,i,l)’Rmax> (16)

€Ik,
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Compared to (5), the expression in (16) is a capped Shannon formula; i.e., the data

rate is not allowed to exceed the maximum limit R_,, that can be reached using

practical modulation and coding schemes (MCS) in LTE. This limit is determined
as follows: “©
RB , \/SC TTI
R :”n'NRlla'Nsc 'NSymb'NSIOt’ a7
Ty

where r, is the rate in bits/symbol corresponding to the MCS used over the subcar-
riers of the RBs allocated to the FUE. R, is obtained with r, = 6 corresponding to

uncoded 64-QAM, the highest MCS used in LTE. In addition, Ng;’; is the number of
RBs allocated to &, Ngg is the number of subcarriers per RB (equal to 12 in LTE),

Ngycmb is the number of symbols per subcarrier during one time slot (set to six or

seven in LTE, depending whether an extended cyclic prefix is used or not), Ng ! is
the number of time slots per TTI (two 0.5ms time slots per TTT in LTE), and Ty is
the duration of one TTI (1ms in LTE) [16].

We use the utility (15) with both Algorithms 1 and 2. The average data rate results
are shown in Table 1. However, the average rate results alone can be misleading. In
fact, when an FUE A has a very high data rate while another FUE B has a very
poor data rate, the average might still be high, but the poor performance of FUE B
is masked by the high rate of FUE A. Using the geometric mean results provides a
better indication of fairness. The geometric mean data rate results are presented in
Table 2. In addition, Table 3 shows the fraction of FUEs in outage, i.e. the number of
FUEs that did not achieve R,;, divided by the total number of FUEs. Table 4 shows the
fraction of FAPs that are active in order to serve the FUEs. Naturally, the centralized
and selfish cases have all their values equal to 1, since 100% of the FAPs are active.
Table 5 shows the value of the utility function (15).

Tables 1, 2, 3, 4 and 5 show that the centralized scheduling approach and the cen-
tralized green approach significantly outperform the selfish method, especially in
terms of fairness and outage. The results of Table 4 indicate that the proposed green
method of Algorithm 2 is achieving significant energy savings, as it is using only
one or two FAPs to serve the nine FUEs (indeed, the value 0.11 corresponds to the
ratio 1/9). This is an interesting result, since it indicates that FUEs in neighboring
apartments can be successfully served by a single FAP, which saves around 90 % of
FAP energy consumption.

Comparing the results of Algorithm 1 to Algorithm 2, Tables 1, 2 and 5 show that
they have a comparable performance, with one being slightly better than the other,
or vice versa. However, interestingly, Table 3 shows that Algorithm 2 always leads to
better outage performance. This is explained by the fact, that, although fully central-
ized and using all FAPs, Algorithm 1 operates under the constraint that a FAP serves
only the FUEs in its apartment. Hence, although centralized control allows miti-
gating interference and a joint selection of suitable RBs in all FAPs, this approach
disregards certain scenarios where fading is constructive with other FAPs, leading
occasionally to better channels when an FUE is served by the FAP of another apart-
ment. With the proposed green method, this constraint is relaxed since the purpose
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Table 1 Average data rates (Mbps)

E. Yaacoub

Centralized Green centralized Selfish
Ngg =15 2.74 3.01 5.25
R, =2 Mbps
Npg =15 6.01 6.06 5.25
Ry, =5 Mbps
Npg =15 7.64 7.18 5.25
R, =7 Mbps
Ngg =15 9.44 8.94 5.25
Ry, = 10 Mbps
Ngg =25 6.09 6.14 8.54
Ry, = 5 Mbps
Ngg =25 7.82 7.87 8.54
Ry, = 7 Mbps
Npg =25 10.94 10.91 8.54
R, = 10 Mbps
Nygg =50 11.00 11.04 15.90
Ry, = 10 Mbps
Table 2 Geometric mean data rates (Mbps)

Centralized Green centralized Selfish
Npg =15 2.15 2.94 2.83
Ry, = 2 Mbps
Ngg =15 5.83 6.00 2.83
Ry, = 5 Mbps
Ngg =15 7.46 6.57 2.83
Ry, =7 Mbps
Ngg =15 8.84 6.01 2.83
R, = 10 Mbps
Npg =25 5.92 6.07 4.66
Ry, =5 Mbps
Npg =25 7.70 7.83 4.66
Ry, = 7 Mbps
Ngg =25 10.84 10.78 4.66
Ry, = 10 Mbps
Ngg =50 10.91 11.01 8.56
Ry, = 10 Mbps

is to offload FUEs in order to switch FAPs off. Furthermore, switching off certain
FAPs for energy efficiency has the desirable side effect of reducing the interference
in the network, due to shutting down some (or in the simulated scenario, most) of
the transmitters. Indeed, Algorithm 2 starts from an initial implementation of Algo-
rithm 1, followed by an enhancement operation consisting of FAP switch off in order
to reduce the energy consumption in the network.
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Table 3 Fraction of FUEs in outage
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Centralized Green centralized Selfish
Ngg =15 0.16 0.0 0.36
R, =2 Mbps
Npg =15 0.11 0.0 0.62
R, = 5 Mbps
Npg =15 0.15 0.13 0.73
Ry, =7 Mbps
Ngg =15 0.55 0.44 0.83
Ry, = 10 Mbps
Ngg =25 0.11 0 0.46
Ry, =5 Mbps
Npg =25 0.11 0 0.57
Ry, =7 Mbps
Npg =25 0.10 0.01 0.68
Ry, = 10 Mbps
Nygg =50 0.11 0 0.49
Ry, = 10 Mbps
Table 4 Fraction of active FAPs

Centralized Green centralized Selfish
Npg =15 1 0.11 1
R, = 2 Mbps
Npg =15 1 0.11 1
Ry, =5 Mbps
Ngg =15 1 0.12 1
Ry, = 7 Mbps
Ngg =15 1 0.21 1
Ry, = 10 Mbps
Npg =25 1 0.11 1
Ry, =5 Mbps
Npg =25 1 0.11 1
Ry, =7 Mbps
Npg =25 1 0.11 1
Ry, = 10 Mbps
Ngg =50 1 0.11 1

Ry, = 10 Mbps
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Table 5 Normalized utility

Centralized Green centralized Selfish

Ngg =15 0.90 1.0 0.79
R, =2 Mbps

Ngg =15 0.97 1.0 0.62
Ry, =5 Mbps

Ngg =15 0.97 0.92 0.53
R, =7 Mbps

Ngg =15 0.90 0.76 0.44
Ry, = 10 Mbps

Ngg =25 0.98 1 0.72
Ry, = 5 Mbps

Ngg =25 0.98 1 0.65
Ry, = 7 Mbps

Ngg =25 0.98 0.99 0.56
R, = 10 Mbps

Ngg =50 0.99 1 0.70
Ry, = 10 Mbps

8 Conclusions

In this chapter, femtocell networks designed for supporting IoT traffic were studied.
Radio resource management and green operation in LTE and beyond (5G) femtocell
networks with centralized control was investigated. The studied scenario consisted
of an integrated wired/wireless system, where the femtocell access points are con-
trolled by a single entity. This permits performing joint radio resource management
in a centralized and controlled way in order to enhance the quality of service perfor-
mance for all users in the networks. It also allows an energy efficient operation of the
network by switching off redundant femtocells whenever possible. Two algorithms
were proposed and analyzed. The first one is a utility maximizing radio resource
management algorithm. It was used to maximize different utility functions leading
to different target objectives in terms of network sum-rate, fairness, and enhancing
the worst-case performance in the network. The second algorithm is FAP switch off
algorithm, implemented at the central controller. The joint wired/wireless resource
management approach was compared to the distributed resource management case,
where each femtocell acts as an independent wireless network unaware of the chan-
nel and interference conditions with the other cells. The integrated wired/wireless
approach led to significant gains compared to the wireless only case, and the perfor-
mance tradeoffs between the various utility functions were analyzed and assessed.
The results of the green algorithm showed significant energy savings while satisfying
QoS requirements.
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On the Research and Development
of Social Internet of Things

B.K. Tripathy, Deboleena Dutta and Chido Tazivazvino

Abstract The Internet of Things (IoT) has been a new trend in the IT business and
the assembling group for quite a while. Yet, in this way, the battle with IoT is that it
is attempting to locate an extraordinary advertising message about how it will
specifically enhance human lives. It has been stated that the ones who are tied in a
social network can give significantly give more exact responses to complicated
issues than an individual alone. This rule has been seriously considered in different
websites. Lately, with the help of IoT frameworks, it was made possible to connect
billions of objects in a very short term. The Social Internet of Things (SIoT) is
characterized as an IoT where things are fit for building social associations with
different items, independently regarding people. In this chapter we propose to
discuss on the origin, development and current status of SIoT and propose some
scope for future studies.

1 Introduction

In the year 1832, an electromagnetic broadcast was made by Baron Schilling in
Russia; in 1833 Carl Friedrich Gauss and Wilhelm Weber created their own code to
convey over a separation of 1200 m inside Gottingen, Germany. In 1950, Alan
Turing had stated in his article ‘Computing Machinery and Intelligence’, “...It can
also be maintained that it is best to provide the machine with the best sense organs

that money can buy, and then teach it to understand and speak English. This
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process could follow the normal teaching of a child”. In the year 1969, Arpanet was
invented and in 1974 TCP/IP. In the year 1989 World Wide Web was proposed by
Tim Berners Lee and he created the first web page in 1991. In 1990 John Romkey
had invented a toaster which worked using the TCP/IP. The idea of the Internet of
Things first got to be well known in 1999, when MIT Aston Kevin coined the term
as “Internet of Things” [1, 2].

When we consider communication, we have always tried and developed the
interaction between human to human by sending and receiving data (or informa-
tion) using different modes and mediums. In the present world, this communication
has been in the form of Internet or World Wide Web (abbreviated as ‘www’), which
if looked closely is again between human and/to human. To break this human
and/to human communication, not in a distant future, we can connect human to
objects, objects to human and objects to objects; every objects can be connected to
each other and more. These networks of devices (or objects) which can connect
directly with each other to capture and share vital data can be defined as ‘Internet of
things (IoT)’. Typically, Internet of Things use the secure service layer (SSL) that
connects to a central command and control server in the cloud [3].

The Internet of Things promises to be a source of great benefits to our lives but it
definitely will be a source of difficulty for designers of telecommunication networks
and applications unless appropriate new communication paradigms are identified.
The IoT has been a new trend in the IT business and the assembling group for quite
a while. Yet, in this way, the battle with IoT is that it is attempting to locate an
extraordinary advertising message about how it will specifically enhance human
lives. The IoT vision can be completely accomplished just if items have the capacity
to coordinate in an open way. We strongly believe that what will definitely meet the
needs of users, designers, and developers is a social approach to the Internet of
Things. It has been stated that the ones who are tied in a social network can give
significantly give more exact responses to complicated issues than an individual
alone. This rule has been seriously considered in different websites. Lately, with the
help of IoT frameworks, it was made possible to connect billions of objects in a
very short term.

The Social Internet of Things (SIoT) is characterized as an IoT where things are
fit for building social associations with different items, independently regarding
people. Thusly, an informal organization of articles is made. The objectives being
pursued by the SIoT paradigm are clear: to keep separate the two levels of people
and things; to allow objects to have their own social networks; to allow humans to
impose rules to protect their privacy and only access the result of autonomous
inter-object interactions occurring on the objects’ social network.

In our vision smart objects (even though extremely intelligent) will not make a
difference, but social objects will make it [4].
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2 From IoT to SIoT

Now, that we have an idea about the 10T, till now the objects could see and listen to
each other, by Socializing the Internet of Things, these objects can talk. Soon we
can see business cards with tags which when scanned by a smartphone can direct
the person to the website or a YouTube video or a voice navigating to the contact’s
address with the help of GPS. Much more can be done using the SIoT. Due the
upcoming companies and the ideas, there are many individuals, companies or
organizations but more than that there are applications. With the help of these
applications and interacting objects we can know a new world which would be
unexpectedly interesting; eventually much closer than expected [5] (Fig. 1).

SIoT is a network based idea which work on ‘relationships’ such as friends [6].
The objects in a distributed network of SIoT are the nodes which store the infor-
mation and the data. Each node is a friend to another node or object. To maintain
the friendship, the communication is developed with each friend maintains the
information and manages the same. Although, every object do not promote them-
selves as a friend, it requires trust, scalability and interoperability to decide which
object is to be promoted as a friend and that is how a system’s compatibility and
complexities are calculated to maintain a healthy and efficient performance. These
require tools, functions for searching the shortest path and computational theory to
transfer data providing security at the same time. Using these ideas, SIoT has been
developed where the sensors are made smart to detect the objects around and
communicate with each other automatically; thus establish a ‘friendship’.

Previously, communication was very difficult between people, who stayed far
away from each other. It required days and weeks to communicate when birds or
human messengers used to travel and deliver the information from one person to
another. Later, this communication was simplified with the invention of vehicles,
telegram, telegraph and telephone; communication was made quickly both far and
near. With the invention of computer, communication now was through cables.
This invention was later combined with telephone lines to form a network using a

=

Fig. 1 From smart to socializing objects [4]
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modem and thus the internet evolved as a great revolution turning the globe into a
network connecting people from one place to another, far and near [7].

Radio Frequency Identification (RFID) is a wireless device. It uses the elec-
tromagnetic fields to automatically identify and detect tags to transfer data. These
tags are generally attached to the objects and contain the information stored elec-
tronically. Mostly used to track the devices, for example track and get the status of
the vehicles in toll gates. RFID is considered a pre-requisite for Internet of Things.
The concept of Internet of Things, incepted at the Auto-ID (for Automatic Iden-
tification) Center of MIT where Sanjay Sharma, David Brock and Aston Kevin used
the RFID tags t turn it into a network by connecting the objects to the Internet to
create a wireless sensor network. Later, Kevin Aston, executive director of Auto-ID
centre, MIT, coined the term “Internet of Things” in the RFID journal [1, 2, 7].

RFID frameworks comprises of a receiving wire and a device, which read the
radio recurrence and exchange the data to a transponder, device which can be
processed and a tag, which has the RF hardware and data to be transmitted con-
tained in an integrated circuit. RFID frameworks can be utilized pretty much
anyplace; tags can be used in rockets to garments from food to pet- anyplace where
unique ID system is required. RFID works like bar code that can interact with a
framework to track each item that you put in your shopping basket. Let us imagine,
one day we go to the supermarket, collect all the items in the display in our basket
as per our requirement and then leave the market immediately without standing in
the queue for payment. Don’t have to wait for anyone to take each item from our
basket, scan the bar code and generate the bill. Rather, these RFID will correspond
with an electronic sensor, that can be attached to the basket picked up from the
supermarket for collecting items or it can be attached to the door of the supermarket
that will scan and identify each item in the basket right away. This sensor will send
the details to the retailer and to the buyers. The billing detail amount can be sent
directly the registered bank of the customer for payment. Thus the amount can be
deducted. No lines, no scanning of each item, no time wasted in waiting. The RFID
tag can convey data and information for any day to day life from simple to complex
tasks, as basic as the details of the owner of a pet, his address to phone number,
details of the instruction to wash a car to the clothes in a machine or hand wash [8].

This might sound silly, but in an event that we have for long time been itching to
have the capacity to check from any place on the planet, precisely what number of
eggs is there in the fridge at our home, GE created an application based device
known as the ‘Egg Minder’. This device has a sensor just at the bottom of each cup
where eggs are stored. The sensor transmits the information regarding the eggs,
wirelessly to one’s smart phone, feeding the details in the app installed in the phone
(Figs. 2 and 3).

Architects nowadays use giant glasses covering the office buildings. These
glasses tend to get heated up during the sunny afternoons, thus affecting the air
conditioning inside the building. To cope up with this, “smart glasses” which
combine the concept of Photo chromic and electro chromic technologies to build up
a glass which transforms from clear glass to hazy or shady or tinted in seconds
depending on the exposure of the sun-rays outside. These are examples based on
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Fig. 2 Egg minder [9]

Internet
Sensor
Networks
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Sensors RFID

Internet of
knowledge

Intelligent tags

Fig. 3 Internet of things [10]

the concept of Internet of Things, by which we can say that in near future every
object will have some knowledge and may have some level of mindfulness and self
awareness [11, 9]. Soon there will be more objects connected in a network than
humans. Every gadget we use daily would be have sensor soon and would work
like a computer that has a microchip of its own.

Social networking is a network of people or organization which when put
together as a set of actors forming a social structure among them. There would be a
‘dyadic ties’ i.e. interaction between these actors for the purpose of communication
focusing mostly on social entity relationships [12] (Fig. 4).

The Internet of Things guarantees to be a wellspring of awesome advantages to
our lives however it doubtlessly will be a wellspring of trouble for creators of
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Fig. 4 Social internet of
things [4]

telecom systems and applications unless suitable new correspondence ideal models
are recognized. It can cooperate only among the objects which are of the same
group. We absolutely accept that what will certainly address the issues of clients,
planners, and engineers in a social way to deal with the Internet of Things. The
targets being sought after by the Social Internet of Things (SIoT) ideal model are
clear:

e To keep separate the two levels of individuals and things; to permit articles to
have their own particular informal organizations.

e To permit people to force guidelines to ensure their protection and just get to the
consequence of self-governing between article associations happening on the
objects’ interpersonal organization.

SIoT is a ‘‘new time of miracle for science’’. Social Communication sites, for
example, Twitter, Instagram, Face book, LinkedIn etc., have pulled in the con-
sideration of a huge number of researchers from a few regions [13]. As of late the
thought that the merging of the ‘‘Internet of Things’’ and the ‘‘Social Networks’’
universes is conceivable, is picking up energy. This is because of the developing
mindfulness that a ‘‘Social Internet of Things’’ (SIoT) ideal model would convey
numerous attractive repercussions, soaking the normal existence of people. Addi-
tionally, plans have been suggested that utilization social connections to build larger
amounts of trust, enhancing the productivity and adequacy of security arrangements
[13]. Thus by Social Internet of Things we can say that every object is socially
related creating a network which has smart objects connected socially.

Since the effect of the Internet age, more than 1 billion individuals have pos-
sessed the capacity to be joined with the World Wide Web, making obviously
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unimaginable open doors for correspondence and joint effort. Due to today’s fast
moving life yet be connected to the world, electronic media and social networking
play a vital role, people have started utilizing the Internet more than expected. This
is all around the result of an overall population wide standard change in the uses
and conceivable aftereffects of the Internet itself. The concept of social networking
has been around since very long, people have always been social animals, working
as groups, interacting with each other to get tasks done, helping others etc. This
concept has been used over the internet and now it is bringing a major change in the
definition of Internet which is now an important mode of connecting people. Social
networking sites, like Face book, Twitter, Instagram, LinkedIn etc., in today’s
world is used to share thoughts, pictures, videos, information among themselves.
This thought and idea is further utilized as a part of the late pattern and redesigning
the concept of ‘Internet of Things’ to be called as ‘Social Internet of Things’. Let us
see an example, in the novels we generally find at the back cover, the information
about the contents of the book. What if someday we cross a bookstore and pick up a
book, turn to the back cover, scan the barcode using our smart phone and get
directed to the YouTube video where author himself explains about the contents of
the book. This social connection of human to things is a concept now being referred
as SIoT [14].

The Internet of Things (IoT) connects a mixed bag of things around us that have
the capacity to associate with every other and collaborate with their neighbours to
interact with each other to complete a given task. The recently converged, ‘Social
Internet of Things’ is an IoT where things are equipped for securing social asso-
ciations with different articles, self-sufficiently as for people. Benefits of SIoT are as
follows:

e Due to the SIoT structure, it can guarantee the framework navigability, so that
the disclosure of things and organizations is performed reasonably

e Flexibility and scalability is guaranteed just like the humans, a level of
dependability can be made for utilizing the level of collaboration among things
that are companions or ‘friends’. SIoT is based on the idea of friendship i.e.
objects can search the required service by contacting the friends and friends of
friends.

e The structures which have been designed for social networking can be used to
address the challenges and issues which are related to IoT.

The main characteristics of SIoT are (Fig. 5)

Scalability
Fuzziness
Heterogeneity
Interoperability

The Architecture:
See (Figs. 6 and 7).
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3 Advantages of SIoT

We present below some of the advantages of SIoT.

3.1 Navigability

A navigable network is one in which there exists a path to all or most existing nodes
in the network [6]. Each node will have information of all the nodes in the setup and
using distributed computation the nodes can exchange information. The idea is that
all the nodes in the SIoT will have a short and direct path to each other. This
improves the efficiency of sending and receiving data in the SIoT.

Currently the devices capable of being connected in IoT are increasing every
day, hence the connection and access time for the things has increased. SIoT
provides a way to reduce the access time of these devices through the use of social
network. The nodes will be connected as friends and hence use that friendship to
find the optimal navigable path [15]. Each node will have information of the
surrounding nodes and utilizes that to select friends and navigate the global system.
According to [6], a node will be allowed up to Nmax connections or friends and
when it has the friends it can make use of the following heuristics to further make
navigability possible:
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e A node refuses any new request of friendships so that the connections are static.

e A node sorts its friends based on the degree they have so as to capitalize on the
number of friends it will have from that connection.

e A node accepts new friendships and discards the old ones in order to minimize
the number of nodes it can reach through its friends, i.e. to minimize the average
degree of its friends; the node sorts its friends by their degree and the node with
the highest value is discarded.

e A node accepts new friendships and discards the old ones in order to maximize
its own local cluster coefficient; the node sorts its friends by the number of their
common friends and the node with the lowest value is discarded.

e A node accepts new friendships and discards the old ones in order to minimize
its own local cluster coefficient; the node sorts its friends by the number of their
common friends and the node with the highest value is discarded.

The above mentioned heuristics are used by nodes to achieve navigability hence
improving the search services and discovery of the nodes in SIoT. SIoT will pro-
vide a connection that is of low cost and independent of any private entity own-
ership. Systems will be deployed faster in this new system. [13] It provides a
mechanism for things to communicate with each other, across regions, countries
and through heterogeneous devices. It combines the physical world with the virtual
technologically world into one seamless functioning system. The use of diverse
technologies and small systems to make a huge intelligent system will change
services and operations making them more efficient.

3.2 Flexibility

SIoT has adopted the social network behavior and structure which enable friends to
discover each other and even connect through friends of friends. Nodes connected
in SIoT will reduce the search time by adopting the friends’ structure. Each node
will have information about its friend or neighboring node and also its friend’s
friends. This eliminates the centralized traditional systems where every communi-
cation should generate from one designated point in a system and have a dedicated
path to every other node. The SIoT becomes very flexible and has an added
advantage over the existing systems.

It also has the ability of being resized as the need arises, it is by nature a
distributed system hence adding or removing nodes will not affect the overall
system performance. There is no limit as to the number of nodes that can be
connected in a SIoT, it has a great advantage over normal centralized systems. In
each connection nodes identify their friends and use those connections to scale the
system as per need.
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3.3 Trustworthiness

In SIoT each model will use its experiences and opinion of a friend to decide the
service provider based on the level of trust shared. This increases the security of the
SIoT because nodes will only communicate with their trusted friends. This will
make isolation of malicious nodes possible and trustworthiness can be achieved
through various models suggested by [16].

4 SIoT Challenges

Some challenges in SIoT are as follows:

4.1 Heterogeneous Devices

Several devices are connected in SIoT which include sensors, actuators, RFID tags
or labels, mobile phones, computers and other embedded devices. In this text we
will discuss more on the RFID because it’s the major component of most or all
SIOT applications and users.

The Radio Frequency Identification tags can be passive or battery assisted. As
part of the system they pose the following challenges to SIOT:

e (Uniform coding) Many RFID tags are used in the SIoT and most of them will
be from different vendors and having different formats. This is a huge challenge
which at times affects the efficiency of the system. There is need to have a
uniform encoding for all tags used and deployed in SIoT environment. Currently
the two standards used for encoding are Universal Identification (UI) supported
by Japan and Electronic Product Code (EPC) supported by Europe.

e (Conflict collision) Many RFIDs are deployed and are supposed to communi-
cate together, this leads to the interference of signals and frequency, hence
affecting the quality of data exchanged. Collision can occur in the form of tag
collision which occurs there are a lot of labels to read from within a specific
reader’s radar causing it to fail reading the data correctly or reader collision
occurs when the working scope of the reader overlaps and data becomes
redundant weighing the network down.

e (RFID privacy protection) The RFID has no privacy protection and this makes
the data vulnerable to malicious attacks during transmission. There is need for a
lightweight privacy solution for the device to be protected. There are two
aspects to consider in privacy protection that is data privacy and location pri-
vacy. Data privacy requires that there be a security solution for the data stored in
the tag and location privacy involves protecting the exact location of the tag
which can be accessed through the data stored in the tag.
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o (Trust management) The RFID should have a mechanism that verifies whether
a node is who it says it is. Trust management should start from the bottom of the
SIoT and should be ensured in the tags that are used in the system [17, 18].

The devices in SIoT use different operating systems, protocols, languages and
should communicate in real time. Interoperability can be achieved when there is a
middleware in place, to enable communication across heterogeneous devices [19].

Each device must have the following in a SIoT environment:

e Identification in the network—there is needed to identify every node in the
network using identification techniques available.
A protocol for communication between devices.
An open interface—devices should be able to communicate irrespective of the
standards, operating systems and protocols used [19].

Given the above conditions SIoT faces the challenges of assigning addresses to
the devices if they are in a dynamical setup, there has to be a mechanism to name
the devices bearing in mind the fact that devices will not be static in the system. For
example, when a smart phone wants to send data to other things and is currently in
an area where there is no internet connectivity or other smart objects around.

Currently as to the best of our knowledge there is no universal communication
protocol for things to use. This can affect the effectiveness of the SIoT if objects are
not interoperable. Each device must be open to interact with the other devices. This
can be achieved through the use of middleware, the main challenge would be which
middleware should be adopted and will it be adopted by all things bearing in mind
that each player in the SIoT will have its own brand and software. For example any
device(thing) bearing the Microsoft brand will be inclined to use the DCOM
middleware s compared to CORBA middleware and any java based thing will use
Java Remote Method Invocation not Remote Procedure Call (SOAP or XML) [20].

4.2 Data Handling and Management

Communication in SIoT is viewed from two perspectives, data filtering and data
storage. Each device will have its own format and also storage capacity which will
differ. Most of the times any communication done in a SIoT will be in real time, for
example sending traffic details to a smart car during traffic peak hours, monitoring
the body reading of a patient, green house temperature readings etc. all these
devices will be sending data per continuously, depending on the signal propagation
method used there is bound to be various irrelevant data (noise) in the network. For
the system to be efficient each component must have a mechanism in place that
filters the data based on relevancy. After filtering the data should be in compatible
format for all the devices to understand especially the receiver of that data. This
process at times is required to be done in real time depending on the nature of the
SIoT.
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The data sent in the system needs to be stored and managed properly, the storage
abilities of devices has increased vastly and this enables data to be stored at ease but
separately through the use of distributed databases. However at some point even the
conventional servers will not be able to store the data accumulated by these devices,
there is need for big data storage and analytical skills to be adopted in SIoT for
storing all the data [21]. Implementation of some of these aspects is a big hurdle in
the success of SIoT and is still an open research challenge.

4.3 Energy Consumption Management

SIoT is composed of various devices which at times may be small and portable and
battery powered. The major challenge with the energy consumption of the devices
is they need to be charged up frequently and some batteries of devices deployed in
the field may require changing after a few months or years depending upon the
technology used. According to [21], all stages in the design of SIoT technologies
have to be oriented to low-energy consumption.

Energy management affects the availability of the things which in turn affects the
effectiveness of SIoT. The devices should be available at any time without fail for
accurate performance. There is need to harness alternative energy methods for the
devices deployed which last over years. [21]

One of the new technologies aimed at maintaining energy in the SIoT envi-
ronments as mentioned by [7], is the Bluetooth 4.0, or BLE, which implements an
entirely new protocol stack along with new profiles and applications. Its core
objective is to run for a very long time on a coin-cell battery. It also enables devices
to connect to the internet, where traditionally they have not been able to, in an
efficient way through its client/server architecture. BLE is designed to be easy to
develop for at a cheap price.

4.4 Security, Trust, and Privacy

Trust is a binary relationship between two entities, with one entity having confi-
dence, belief and expectations that the other entity will act or intend to act bene-
ficially. This is a trustor and trustee relationship, the trustor is the believing entity
and the latter is the trustee [22, 23]. In SIoT trust has to be ensured amongst all the
involved parties. Privacy refers to the user’s anonymity and how safe they are in a
particular location [24].

Security refers to techniques for ensuring that data stored in computing devices
cannot be read or compromised by any individuals without authorization [23]. In
SIoT devices information is transferred across the network with a high possibility of
being accessed by unauthorized users. Security should enforce mechanism that
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ensures that data will not be accessed by unauthorized users. The security aspect of
the devices can be measured in the way a system ensures the following [25]:

o Confidentiality: Anything shared between entities should remain a secret and
should not be accessed by unauthorised nodes; this aspect should protect the
data from man in the middle attacks, and ensure the data is not understood by
any intermediary. There are two aspects to consider in confidentiality according
to [26], decision on storage and updating of security keys. In decision storage
the nodes should decide on their own what data is to be stored locally and what
is to be stored on servers or external locations. This gives the nodes more
autonomy in decision making and helps them maintain confidentiality. Updating
of security keys depends on the type of security used; there are two types of
cryptography widely known namely symmetric key and asymmetric keys. The
nodes should be able to decide which type to use based on factors like resource
optimization and efficiency. The security keys should have solutions for unti-
mely security breaches and a plan of what will be done when the security fails.

o Integrity: Data sent across the network has not been altered, to ensure integrity
there is need to use digital signatures and hashing techniques when the nodes
send their data. In the event that data has been altered, the nodes should be able
to have a data log of when the data was altered during transmission and decide
how to store these logs, locally or remotely. Integrity is also viewed in terms of
the software running on the nodes; only authorized software should run on the
nodes.

e Privacy: This refers to user anonymity and how safe they are in a particular
location [24]. According to [26], the privacy policies should complement
identification models for individual nodes and should give some amount of
control to the user, if not all. The following goals are stated for privacy [26]:

— Non-likability refers to the protection of the user’s profile when they have
several devices connected in a SIoT environment, there should be no con-
nection to the user based on their devices.

— Location privacy means the user’s location should not be disclosed to
anyone.

— Content privacy means that no unauthorized user should have access to the
content shared by a user in the system.

e Availability: The system should be available at all times to the users without
interruption. The nodes should have access to all the components of the system.
To ensure availability the system should be fault tolerant and scalable. Fault
tolerance makes a system bounce back from attacks and scalability allows the
system to grow in size without affecting performance of the system.

Access control: The rightful user of the system has access to the data.
Non-repudiation: Concrete proof that communication between entities occur-
red. Even when nodes are friends there is still the risk of denying communi-
cation after communicating.
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e Authorization: The data is used by the authorized intended nodes.

To ensure security, trust and privacy the SIoT can utilize encryption algorithms,
digital signatures and hashing techniques.
Therefore, summarizing the security aspect [25]:

Confidentiality refers to anything shared between entities should remain a
secret. Access control refers to the rightful user of the system has access to the
data.

Non-repudiation refers to concrete proof that communication between entities
occurred. Integrity ensures that data sent across the network has not been
altered.

Authorization means the data should be used by the authorized intended user.
Privacy has the following aspects non-linkability, location privacy, content
privacy and anonymity [26]. Non-linkability refers to the protection of the user’s
profile when they have several devices connected in a SIoT environment, there
should be no connection to the user based on their devices. Location privacy
means the user’s location should not be disclosed to anyone. Content privacy
means that no unauthorized user should have access to the content shared by a
user in the system. Availability requires the system should be fault tolerant and
scalable. To ensure security, trust and privacy the SIoT can utilize encryption
algorithms, digital signatures and hashing techniques.

4.5 Resilience to Faults

According to Delic, system resilience refers to the capabilities to resist perturbances
and crises, to recover from emergencies and near- catastrophes and the ability to
adapt to a constantly changing environment [27]. Resilience to faults refers to the
ability of the systems devices to bounce back after experiencing a technical fault.
Any system is expected to have a mechanism for fault tolerance in the event that a
fault occurs in one of the nodes. The devices in SIoT should be connected in a way
that if one of them fails it can be removed or changed without affecting the whole
system.

5 Some Recent Developments

Several developments have been made in putting SIoT in the proper perspective
from different angles. In this section we present some of these taking their
summaries.
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5.1 Human Behavior

In [8] the potential of SIoT from the point of view of defining human behaviour was
considered.

This work analyses the interactions and potential from the perspective of human
dynamics, the potential of the Big Data and Smart Cities to increase our quantitative
and qualitative understanding regarding the human behaviours.

The goal with the Internet of Things in the social area is to describe in real-time
the human behaviours and activities. These goals are starting to be feasible through
the quantity of data provided by the personal devices such as smart phone and the
smart environments such as Smart cities that makes more intelligent the actions and
the evolution of the ecosystem. Here, the ecosystem is analyzed defined by the
triangle formed by Big Data, Smart cities and personal/Wearable computing to
determine human behaviours and human dynamics.

A smart object, also known as an embedded device, thing or sensor is a physical
element with the capability to be identifiable and optionally it can be also able to
communicate sense and interact with the environment and other smart objects. They
are considered smart since they can act intelligently under certain conditions
through an autonomous behaviour.

Until now the IoT has been focused on supporting the interactions between
machines, in order to send data to each other, carry out some actions under certain
conditions and make feasible that heterogeneous objects interact among themselves.

Now the challenge is to define and understand the interactions between smart
objects and humans. The origin of the Internet has been human-human type
interactions, since the content was defined by humans to be consumed by other
humans. Now with IoT the content being defined by objects, the interactions and
influence over our lives is an open issue and this needs to be understood how the
IoT will play a key role in our Smart Cities and Smart environments.

The IoT is defining an ecosystem, where it is not only a network to transfer data,
else IoT also is interconnected with Big Data and Cloud computing to provide
intelligence, in order to be able to understand the behaviours and even define
actions according to the information captured by the smart objects that are able
around the emerging smarter cities.

The potential of the Big Data and Smart cities for the human dynamics can be
followed in three steps:

1. Define the new role of the citizens such as be prosumers
2. Understanding the human behaviours from the collected data
3. Influence into their behaviours through the continuous feedback.

Prosumer is a concept obtained by combining the words producer and consumer
together. Prosumers are proactive consumers, who present a higher interest to stay
connected, informed and participate, i.e. produce opinions, experiences, feelings
and information. Since the creation of value is co-created with consumers, the value
is no longer a single value creation from the enterprise, else that the prosumers
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participate in the process of creating value through interaction with other customers
and the enterprise.

Internet users create content online without interest. It can be found several
courses, tips and video tutorials in the network of non-profit users. It can only also
be found that the power of collaboration between multiple users for creating even
greater resources. As an example Wikipedia provides the best example to date of
the potential of collaborative intelligence and voluntary participation. Therefore,
Big Data for prosumers and their behaviour peruses to analyses how is the activity
from individual users to create a solution such as Wikipedia, in terms of partici-
pating, providing expertise for the company.

The understanding of behaviours is being carried out through the human
dynamics for limited data source, such as logs from email servers and web brow-
sers. The source and quantity of the data is changing drastically with the appearance
of the social networks. But this continues increasing through the smart cities, where
the data about the behaviour of the citizens and prosumers is also available from the
real-life.

The challenge to encourage and motivate behaviour changes has been addressed
by psychology for issues such as smoking cessation, increase exercise levels, drugs
adherence and reduce energy consumption. Contextualized data can make the cit-
izen; thereby influencing them to improve their behaviours.

5.2 Network Navigability

In [6] the concept of network navigability in the SIoT was considered along with its
problems and some solutions. We summarize this attempt as follows.

A new paradigm known as Social Internet of Things has been introduced and
proposes the integration of social networking concepts into the internet of things.
The underneath idea is that every object can look for the desired service using its
friendships, in a distributed manner.

However, in the resulting network, every object will still have to manage a large
number of friends, slowing down the search of the services.

The intention is to address this issue by analyzing possible strategies to drive the
objects to select the appropriate links for the benefit of overall network navigability.

A SIoT network is based on the idea that every object can look for the desired
service by using its relationships, querying its friends, the friends of its friends and so
on in a distributed manner, in order to guarantee an efficient and scalable discovery of
objects and services following the same principles that characterize the social networks
between humans. The assumption that a SIoT network will be navigable is based on
the principle of the sociologist Stanley Milgram about the small-world phenomenon.
This paradigm refers to the existence of short chains of acquaintances among indi-
vidual in societies [28]. According to this paradigm, each object has to store and
manage the information related to the friendships, implement the search functions, and
eventually employ additional tools such as the trustworthiness relationship module to
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evaluate the reliability of each friend [16]. Clearly, the number of relationships affects
the memory consumption, the use of computational power and battery, and the effi-
cacy of the service search operations. It results that the selection of the friendships is
key for a successful deployment of the SIoT.

Five heuristics which are based on local network properties and that are expected
to have an impact on the overall network structures. Then experiments were per-
formed in terms of giant components, average degree of connections, local clus-
tering and average path length.

The idea of using social networking elements in the IoT to allow objects to
autonomously establish social relationships is gaining popularity in the last years.
The driving motivation is that a social-oriented approach is expected to boost the
discovery, selection and composition of services and information provided by
distributed objects and networks that have access to the physical world [29-32].
Five different forms of socialization among objects are foreseen. These are,

Parental object relationship (POR)
Co-Location Object Relationship (CLOR)
Co-Work Object Relationship (CWOR)
Ownership Object relationship (OOR)
Social Object relationship (SOR)

Nk W=

5.3 Key Aspects of Network Navigability

In the past years, the problem of network navigability has been widely studied. As
defined by Kleinberg [33], a network is navigable if it “contains short paths among
all (or most) pairs of nodes”. Several independent works, such as [34, 35], formally
describe the condition for navigability: all, or the most of, the nodes must be
connected, i.e. a giant component must exist in the network, and the effective
diameter must be low.

When each node has full knowledge of the global network connectivity, finding
short communication paths is merely a matter of distributed computation. However,
this solution is not practical since there should be a centralized entity, which would
have to handle the requests from all the objects, or the nodes themselves have to
communicate and exchange information among each other; either way a huge
amount of traffic would be generated.

In the SIoT, node similarity will depend on the particular service requested and
on the types of relationships involved. The problem of global network navigability
is then shifted to the problem of local network navigability, where neighboring
nodes engage in negotiation to create, keep or discard their relations in order to
create network hubs and clusters. The driving idea is to select a narrow set of links
in order for a node to manage more efficiently its friendships. We first demonstrate
how a SIoT network has the characteristics of navigability and then we apply
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several heuristics for link selection and analyze the behavior of the network in terms
of giant component, average degree, local cluster coefficient and average path
length.

6 Scope for Future Work

As SIoT is a very recent topic and is yet to come out of its infancy, there is a lot of
scope for research. However, we would like to point out a few of them in this
Section.

8.6.1 Focus on the service discovery in network navigability and analyze the
performance differences in finding the right object and service

8.6.2 Further analysis of application of small-world phenomenon in the context
of SloT

8.6.3 How to empower users in order to enable them to provide data with new
gadgets such as glasses, watches and bracelets. These gadgets will extend the
potential from the current smart phones

8.6.4 How to analyze the huge amounts of data in order to understand and
discover the new models that describe the human dynamics

8.6.5 To define the proper and non-invasive mechanism, such as avatars,
messages and metaphor mechanisms to offer feedback

The above are only a few from a pool of problems. Several such problems can be
traced from the references provided below.

7 Conclusions

In this chapter, we started with the origin, history, development, challenges and
current status of SIoT. Due to absence of knowledge and awareness we sometimes
ignore ourselves and the environment in which we stay, by the way harming both.
A few of the times this havoc is created and the environment is polluted knowingly
being pretty aware of the after effects and also about the reasons behind such
pollution and harm. Even it is hardly cared. It is said, that computers have the
capability to persuade a human to bring about changes both in him and the other
human beings. IoT and SIoT can take it as a challenge to influence people by
providing awareness with surveys and data as a feedback from the others. Thus, can
improve and influence human and their ignorance.

IoT with the help of social media can be a platform for changes and thus can
make many unexpected or unimagined complex tasks simple with the help of
connecting objects to objects intelligently and socially. This can create a new era of
technology; a new revolution, if the right path is followed. Thus, smart cities can be
built using smart and social environment. A data once produced can be guided to



172 B.K. Tripathy et al.

form new applications connecting social objects by transforming and transferring
data to form data over data. Therefore, with the help of IoT and SIoT, new chal-
lenges are being developed as to how to empower the human and their brains.
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Microgrid State Estimation Using the IoT
with 5G Technology

Md Masud Rana, Li Li and Steven Su

Abstract The internet of things (IoT) has been a prevalent research topic in recent
years in both academia and industry. The main idea of this framework is the integra-
tion of physical objects into a global information network. The vision of the IoT is to
integrate and connect anything at any time and any place. For this reason, it is being
applied in various areas such as power system monitoring, environment monitoring,
network control system, smart health care, military, smart cities management and
industry revolution. To achieve the goals, the fifth generation (5G) technology will
be the potential infrastructure that will assist the visions of the IoT. Starting with
the visions and requirements of the IoT with 5G networks, this chapter proposes a
distributed approach for microgrid state estimation. After modelling the microgrid,
it is linearized around the operating point, so that the proposed distributed state esti-
mation using the IoT with 5G networks can be applied. Moreover, we propose a
wireless sensor network based communication network to sense, transmit and esti-
mate the microgrid states. At the end, the simulation results show that the proposed
method is able to estimate the system state properly using the IoT with 5G networks.

1 Introduction

The smart grid is a two-way flow of electricity and information, creating automated
controlled and widely distributed energy delivery network [1, 2]. By exploiting the
two-way communication, it becomes possible to upgrade the current power system to
be a more intelligent infrastructure [3]. Consequently, the smart control centre feels
the requirement of a robust and scalable technique for state estimation that allows
continuous and accurate wide-area real-time monitoring of power system operation
and customer utilization of smart grids [1, 4, 5]. Even if these signals are measured
somehow, it is difficult to ensure their transmission to a central location at a high
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precision. To this end, the goals and ideas of such intelligent energy management
systems are parallel to those of the internet of things (IoT), which can exploit rea-
sonable security and privacy of distributed energy resources (DERs) information,
seamless interoperability and far-reaching connectivity [6, 7]. To achieve the goals,
fifth generation (5G) technology will be the potential infrastructure that can assist
the visions of the IoT.

1.1 Related Research

The penetration of DERs has been dramatically increased all over the world due to the
eco-friendly renewable energy resources, reduce energy losses, size and clean green
energy technology [8, 9]. As a result, the distribution power network introduces great
benefits to power system operators and electricity customers [8, 10]. Unfortunately,
such DER integration into the grid complicates the distribution system operation and
needs fully distributed energy management systems [11]. Consequently, the utility
company requires timely and reliable DERs state information to properly monitor,
estimate, control and dispatch the power [8, 12]. However, most of the existing state
estimation techniques are centralised in the literature [13, 14]. This means, a huge
amount of state information is collected and processed at the central state estima-
tion unit. This not only causes communication and computational burdens but also
creates a possibility for central point failure [13, 15]. For this reason, the distributed
estimation approaches are an striking alternate as they may need less communication
bandwidth and allow parallel processing [16].

In order to estimate the system states, various distributed state estimation algo-
rithms and tools have been proposed in the literature. For example, a hierarchical
two-level static state estimation is proposed in [17]. Afterwards, the two-level state
estimation for multiarea power systems is studied in [18-20]. Next, a survey of mul-
tiarea state estimation is given in [21]. Different types of multilevel computation and
communication architecture are described for large-scale interconnected power sys-
tems. Particularly, a distributed state estimation method for multiarea power systems
is presented in [22]. Next, a fully distributed modified coordinated state estimation
(MCSE) algorithm is proposed for interconnected power systems [15]. This static
MCSE method estimates the entire system state information and communicates their
estimates with pre-specified neighbouring areas.

Interestingly, the distributed Kalman filter (DKF) has received great attentions
in the smart grid research community. In [23], a distributed hierarchical structure
is provided in which local KFs are computed independently by each sensor node
and then combined by a fusion center. In [13], the distributed extended information
filter and unscented information filter are considered for condition monitoring of
power transmission and distribution systems. After that, a decentralized unscented
KF (UKF) algorithm for real-time power system state estimation is proposed in [24].
Next, the DKF with a weighted averaging method is proposed in [25], which requires
the global information of the state covariance matrix.
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From the perspective of communication technologies, a cognitive radio network is
used to transfer the system state information to the control center [26]. The intelligent
cognitive radio infrastructure assigns the necessary spectrum to the primary and sec-
ondary users [27, 28]. Since the sensor power is limited, the energy-aware scheme for
efficient spectrum utilization is required [29]. However, the communication network
causes delay, so the state information reaches the destination with packet dropouts.
Therefore, a joint energy and delay-aware scheme is needed for sensing the system
states [30]. In order to mitigate the channel impairment, a recursive systematic con-
volutional code is usually used to add redundancy to the system states [31, 32]. Gen-
erally speaking, the local state estimators are interconnected with each other, so there
is cross-covariance between them. Considering this factor in an aggregator filter, it
can play an important role in improving the estimation performance. To achieve a
better performance, a diffusion KF based covariance intersection is investigated in
the literature [33-35]. Finally, a diffusion least mean square based distributed static
state estimation is proposed in [36, 37]. In the aforementioned methods, it is assumed
that communication is perfect and it is not considered to apply the estimation method
for DERs state estimation in the context of smart grids.

1.2 Contributions

Based on the aforementioned motivations, this paper proposes a distributed micro-
grid state estimation using the IoT with 5G communication networks. First of all,
the visions and requirements of the IoT with 5G network are presented. Secondly, the
modelling of a microgrid is presented. The microgrid model is linearized around the
operating point, so that the proposed distributed state estimation using the IoT with
5G networks can be applied. Thirdly, we propose a wireless sensor network (WSN)
based communication network to sense, transmit and estimate the microgrid states.
Furthermore, in order to properly monitor the intermittent energy source from any
place, this technical note proposes a novel distributed state estimation method. Sim-
ulation studies are performed to investigate the effectiveness of the proposed algo-
rithm. Simulation results demonstrated that the proposed approach can be applied to
obtain the state estimation with an acceptable precision in the context of smart grid
communications.

The rest of this chapter is organized as follows. The basic description of the IoT
and its vision is described in Sect. 2. The evolution path of communication systems
and 5G enabling technology are described in Sect. 3 and in Sect. 4 respectively. A
microgrid incorporating a DER is presented in Sect. 5. The network architecture for
sensing the DER states is described in Sect. 6. In addition, the proposed dynamic
state estimation scheme is described in Sect. 7, followed by the simulation results
and discussions in Sect. 8. Finally, the chapter is wrapped-up with conclusions in
Sect. 9.
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Notation: Bold face lower and upper case letters are used to represent vectors and
matrices, respectively; superscripts x* and x” denote the conjugate and transpose of
x, respectively and I is the identity matrix.

2 Architecture and Vision of the IoT

The IoT is a vision that encompasses and surmounts several technologies at the con-
fluence of power systems, information technology, medicines, nanotechnology and
biotechnology [38, 39]. In fact, the application scenarios of the IoT in diverse areas
is illustrated in Fig. 1. The IoT has been considered as the latest revolution in the
digital technology after the invention of computers and the internet [38, 40]. From
the aspect of electricity network, it brings major benefits to the smart grid infrastruc-
ture design. Technically, it represents a world-wide network of heterogeneous things
such as smart devices, smart objects, smart sensors, smart actuators, radio frequency
identification (RFID) tags and readers, global positioning systems (GPS) and embed-
ded computers [40]. Such things can be deployed and exploited in different physical
environments to support diversified cyber physical applications such as information
collection, information processing, identification, control and actuation [40, 41]. For
clarify of understanding, Fig.2 shows the information flow between the cyber and
physical space using the IoT infrastructure. It can be seen that the information pro-
duced in the physical space is transmitted to the cyber space for interpretation, which
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Fig. 1 The application scenarios of the IoT [38]
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[40]

in turn affects the physical environment such as plug in hybrid electric vehicle and
smart grid communications [40].

Generally speaking, built upon ubiquitous sensors and integrated with high infor-
mation technology, control and decision support technologies, smart grid is seen as a
modernisation of both transmission and distribution power grids with the features of
self-awareness, self-organization and self-recovery [1, 2]. However, the faults detec-
tion and monitoring of the smart grid is one of the most difficult problems for utility
companies. In fact, the IoT with advanced sensing and communication technologies
can effectively identify and monitor the power grid [1, 6]. As aresult, it improves the
reliability and stability of power systems. To demonstrate, Fig. 3 depicts the concep-
tual view and services using the IoT infrastructure [40]. It is interesting to see that
the IoT can integrate concepts, entities, distributed energy source (DER), modes and
time from the real, the digital and the virtual worlds [40]. Eventually, the next gener-
ation of communication infrastructure will totally depend upon the IoT technology
implementation.
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Fig. 3 A conceptual view of the IoT [40]

3 Evolution Path of Communication Standards

The communication systems are frequently classified as different generations depend-
ing on the services offered. To begin with, the first generation (1G) comprises the
analog communication techniques, and it was mainly built on frequency modula-
tion (FM) and frequency division multiple accesses (FDMA). Next, digital com-
munication techniques are appeared in the second generation (2G) and the main
access schemes are time division multiple access (TDMA) and code division mul-
tiple access (CDMA) [42, 43]. The two most commonly accepted 2G systems are
global system for mobile (GSM) and interim standard-95 (IS-95). These systems
mostly offer speech communication and data communication limited to low data
rate. Fortunately, the concept of the third generation (3G) started operations in Octo-
ber, 2002 in Japan. The 3G partnership project (3GPP) members started a feasibil-
ity study on the enhancement of the universal terrestrial radio access in December
2004, to improve the mobile phone standard to cope with future requirements [44].
This project was called long term evolution (LTE). 3GPP LTE uses single carrier-
frequency division multiple access (SC-FDMA) for uplink transmission and orthog-
onal frequency-division multiple access (OFDMA) for downlink transmission [4,
45]. In short, Fig. 4 summarizes the evolution path of communications systems.

It can be seen that the LTE and 5G technology are based on the IP architecture,
which means fewer network elements and the ability to easily include a larger num-
ber of smart grid devices [44]. In fact, with LTE and smart grids implementation,
utilities should be able to offer better customer services such as high speed data, pro-
vide flexible access to the network and load forecasting, which is clearly changing
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Fig. 4 Standards evolution for communications systems [44]

the broadband landscape [46, 47]. The proliferation of smart devices such as smart
phones, tablets and renewable energy sources have dramatically increased the need
for higher capacity, effective communication infrastructure and reduced latency in
wireless networks [48]. To achieve these goals, 5G communication network is one
of the potential platform that will assist the visions of the IoT. As a matter of fact,
the 5G enabling technology is illustrated in the next section.

4 A Potential 5G Architecture, Visions, Challenges
and Design Principles

A huge amount of measurement, control and management information is generated
during the normal operation of today’s 3G and 4G networks. Roughly speaking, this
amount is expected to dramatically grow even more for the future 5G cellular net-
work. Likely, with the rapid development of the IoT infrastructure, it is expected
that trillions of wireless physical nodes in the IoT with diversified applications and
services may come to daily life using 5G communication systems [49]. There are
yet no official specifications of 5G networks, but rather a general consensus on the
vision that the 5G technology should be able to achieve: more user connectivity and
machine-centric communications where access to information and sharing of data
is available anywhere and anytime to anyone device [50]. From this perspective, the
main possible requirements of 5G communication networks are illustrated in Fig. 5.
It can be seen that the 5G technology can integrate heterogonous things, objects,
DERs and smart meters through different networks such as the internet, relay and
base station. This network can be generally used to send information between the
sender and destination devices or systems that are far away.
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Fig. 6 A road map toward the 5G network and beyond [51]

Normally, the 5G technology comprises all types of advanced features such as
ubiquitous computing, smart aggregator and all IP platforms which makes this tech-
nology the most powerful and in massive demand in the future [50, 51]. In order to
address these requirements, research on both the physical side and network side is
needed. To illustrate, Fig. 6 shows a road map towards the 5G network and beyond
[51]. It can be seen that most of the efforts are currently on the research and technol-
ogy phase trial. Following that it needs standardization and commercial production
approximately in 2020.

To achieve the vision of the IoT through the 5G network, the IoT infrastructure is
to collect data from the physical entities and take necessary actions based on observa-
tions [51]. As a matter of fact, monitoring the dynamic physical system and mobility
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management is a key requirement for the IoT solutions in future generation 5G
networks. For instance, the communication network of smart cities are being empow-
ered with the internet connectivity such as traffic lights, smart building, smart ban-
ners and parking lots [51]. Therefore, the IoT infrastructure will need an efficient 5G
communication network, so that it can interact with physical objects through efficient
computation and communication.

Recently, the global warming and energy crisis have become the hottest problems
in the globe [10, 52]. One of the main reasons behind this is the increasing green-
house gas emissions from burning fossil fuels [14]. In order to mitigate such issues,
the renewable energy source is one of strong potential solutions. Therefore, the need
for the microgrid with DERs is expected to become more important in the future
smart grid. The distributed generation can continue to generate power even when
the power from a utility is absent [53]. Interestingly, in smart grids the 5G commu-
nication network plays a vital role to support control operations, deliver system state
information to the destinations and interact between substations and control centres
[54, 55]. In order to realise smart grid features, one of the prerequisites is the observ-
ability of system state information such as power flows, voltage, currents, phase and
frequency across the grid [56]. Therefore, reliable state estimation is a key technique
to fulfil this requirement and hence, it is an enabler for the automation of power grids.

5 Microgrid

A microgrid is a cluster of micro energy sources, storage systems and loads which
presents itself to the smart grid as a single entity that can respond to central or dis-
tributed control signals. From this perspective, the renewable DERs such as micro-
turbines, wind turbines, diesel generators and solar cells, are important components
in smart grids [57]. Unfortunately, the inherent intermittency and variability of such
DERSs complicates microgrid operations [31]. Thus, it requires wide-area real-time
state estimation and stability control for these intermittent energy sources. In this
section, a typical distributed microgrid structure is described. The micro source is
connected to the main grid through the transmission line as shown in Fig.7. The
mathematical model of the micro-turbine is illustrated in the next subsection.

Switch
Switch Utility grid
Wind Asynchronous \_/ — v9
turbine generator / % g :
PCC
Load
“W 380V/10KV

Fig. 7 Single-line diagram of the microgrid
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5.1 Mathematical Dynamic Model of the DER

The considered DER mainly is composed of wind turbine, distribution line, asyn-
chronous generator and load [58]. Specifically, the wind turbines are connected to
the asynchronous generator through a coaxial shaft. The stator of this DER is con-
nected to the utility grid. The mathematical model of the DER is given by [58, 59]:

!

! 115 u /
- (X, X)T, T,+S 1)
u/
u’=(X’ X)__F_Sud’ 2)
. T, T,

T ©)
= —Rgiy +Xi st u), 4

= —Riy — Xig, +u,, 3

where u; and u; are the d-axis and g-axis transient voltages, X is the steady state
reactance of the stator, X] is the transient reactance, i,; and i, are the d-axis and g-
axis stator currents, T(’) is the transient time constant, ®, is the rotor rotational speed,
T,, and T, are the mechanical and electrical torque, H is the inertia constant, u, and

Uy are the d-axis and g-axis of the stator voltages, R, is the resistance of the stator
and S is the slip speed defined by:

= (@, - w,)/@,. ©)

Here w, is the synchronous rotating reference frame.

The DER system described by (1)-(3) can be linearised around the operating
point and expressed as a small signal state-space dynamic model in the following
form [59]:

x(t) = Ax(t) + Bu(?) + CAv(?) + n(?), @)

where x = [Au; A’ Aa)g]T is the state deviation, u = AT,,, is the input deviation, Av
is the PCC voltage deviation, n() is the zero mean process noise whose covariance

. £, f 0 £,

matrixis Q,, A=| % [,B=]1|,C=]_ 1 | andthe termsof f3,--.f;
T2 T 2H 2H T

can be found in the appendix [59]. Generally, the microgrid is capable of operating

either at islanded mode or grid-connected mode. In this work, the grid-connected
node is considered, so the PCC voltage will be constant i.e., Av(#) = 0. Therefore,
the system dynamic model can be expressed as:

x(1) = Ax(t) + Bu(?) + n(r). ®)
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In order to apply the discrete version of the Kalman filter (KF) algorithm for DER
state estimation, the discretisation of the state-space model is described in the next
subsection.

5.2 Discretisation of the DER State-Space Model

By applying the Euler formula, Eq. (8) can be transformed into the following dis-
crete form:

x(k + 1) = A x(k) + B,u(k) + ny(k), 9
where A, = exp(Adt) = 1+ AAt, B, = OAt exp(A&)BdE ~ BAt, n (k) = Am(k) with
the covariance matrix Q,,, 4t is the step size parameter, exp(.) is the exponen-
tial function, I is the identity matrix, and A, and B, are the discrete entities from
the continuous version of A and B, respectively [4]. In order to monitor the DER
state the proposed communication network architecture for sensing the DER states
is described in the next section.

6 Proposed SG Communication Systems

The smart grid has been recognized as one of the vital applications of the 5G commu-
nication network, which makes the power sector to have a bidirectional communica-
tion between consumers and utility. To achieve the goal, the utility company deploys
a lot of sensors in the electricity network for monitoring system states. Mathemat-
ically, the observations from the DER states information are obtained by a set of
sensors as follows:

y(k) = Cx(k) + w(k), (10)

where y(k) is the observation information, C is the observation matrix, which maps
the true state-space to the observed space and w(k) is the zero mean observation
noise whose covariance matrix is Q,,,;. The observation information by the WSN
(one tools of 5G networks) is transmitted to the nearby relay node. After that, the
uniform quantizer of this node maps each observation signal to a sequence of bits.
The bit sequence b(k) is passed through the binary phase shift keying (BPSK), and
the modulated signal s(k) is obtained. The modulated signal goes through the internet
with some noise [31]. To illustrate, Fig. 8 shows the proposed 5G communication
systems in the context of smart grids. At the end, the received signal is given by:

r(k) = s(k) + e(k), an
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Fig. 8 An illustration of the proposed 5SG communication systems

where e(k) is the additive white Gaussian noise. Followed by demodulation and
dequantization, the received signal is then used for state estimation of this dynamic
system.

7 Proposed Distributed State Estimation Using the IoT
with 5G Networks

The KF estimation technique works in two steps: time prediction step and measure-
ment update step. In the prediction stage, the KF estimates the current state variables
along with uncertainties [60]. In the correction phase, the predicted estimation is fur-
ther updated based on the measurement to get the desired state estimation. In other
words, KF is required to save the DER state values and covariances at the last time
in each estimation step. The predicted state estimate for each local KF is given by:

R (k) = A&k — 1) + Bk — 1), (12)

where X(k — 1) is the estimate states of the last step. The predicted estimate covari-
ance matrix is given by:

P (k) = A,P(k — DA] + Q, (k- 1), (13)

where P(k — 1) is the estimate covariance matrix of the last step. The measurement
residual d(k) is given by:

d(k) =y, (k) — CX"(k), (14)

where y, (k) is the dequantized and demodulated output bit sequences that can be
seen in Fig. 8. The Kalman gain is given by:
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K(k) = P~ (k)CT[CP~()C" + Q, (17" (15)
The updated state estimation is given by:
X(k) = X" (k) + K(k)d(k). (16)
The updated estimate covariance matrix P(k) for each local KF is given by:
P(k) = P~ (k) — K(k)CP™ (k). a7

Ateach relay node, a local KF based state estimation runs. The outputs of the local
state estimation are treated as measurements which are fed into the master fusion
station. At the end, the global state estimation can be obtained in terms of the local
state estimations and the corresponding weighting factors. In order to simplify our
discussion, here, it is assumed there are three local KFs and an aggregator filter for
estimating the global DER states. It is also assumed that the covariance matrices are
not transmitted to the global station. For clarity of understanding, Fig. 9 demonstrates
the structure of the proposed distributed state estimation using smart grid commu-
nications. For this case, the proposed distributed state estimation is described by the
following equation:

X, (k) = w X (k) + w, X, (k) + wsX;3(k), (18)

where w; (i € 1,2, 3) is the weighting factor with the sum of one and X;(k) is the
i-th local estimation. From the Eq. (18), it can be seen that if a certain local KF state
estimators fails for any reason, the global estimator computes the DER states by
using rest of the local estimated states. For testing the performance of the proposed

Local
Aggregator filter estimations
s
r ! Fa
1 1 1
Local estimator 1 Local estimator 2 Local estimator 3
Proposed KF Proposed KF Proposed KF
Proposed
communication
systems

DER observation states

Fig. 9 Structure of the proposed distributed estimation using the 5G communication systems
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distributed microgrid state estimation approach, the simulation results are presented
in the next section.

8 Simulation Results and Discussions

This section examines the performance of the proposed distributed state estimation
approach using the 5G communication networks in the context of smart grids. It is
assumed an autonomous microgrid model incorporating DERs, which are sensed
by a set of sensors. It is also assumed that the complete state of microgrid could
not be measured directly, and the measurement of each sensor is different. For state
estimation, the steady state operating point is obtained from the power flow calcu-
lations. The simulation parameters are summarized in Table 1. Note that R, and X,
are the transmission line resistance and reactance, respectively. In this simulation,
it is assumed that the discretisation step size parameter At is 0.01, and the SNR
varies from 1 to 12 dB. In practice, the communication channel is usually conta-
minated with noises which may lead to receiving the DER information in errors.

Tablf: 1 T.he par‘ameter s for Parameters Values Parameters | Values
the simulation using Matlab
R, 0.2066 Ohm | X, 0.011 Ohm
Rated voltage |[380V Frequency 50 Hz
H 0.5 T 0.2688
At 0.01 Quantization | 16 bits
Q,u 0.0005*I Q,.u 0.05*1
Fig. 10  Au/, comparison 1.4 w w
between the true and - - - Estimation state
estimated state at SNR 1.2} True state
=6dB
S
>
Rl
=}
<

Time step k
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Therefore, the signal-to-noise ratio (SNR) affects the DER state estimation perfor-
mance significantly.

Considering the above factors, the simulation results are presented in Figs. 10,
11, 12, 13, 14, 15. From the results, it is observed that upto the 6 dB SNR there is
a notable dip fluctuations due to the channel noise. After that the signal strength is
much more than noise, so the channel noise has less effect on the state estimation
performance. The simulation results also show that the proposed approach is able
to estimate the system state properly. This accurate estimation is obtained using the
proposed distributed state estimation method. It is also noticed that the propped esti-
mation requires approximately 0.25 s (step size X time slot) to obtain a reasonable

Fig. 11 Au/ comparison 2 w w
between the true and - = = Estimation state
estimated state at SNR — True state
=6dB
151
S
>
= 17
]
4
05
0 ‘ ‘ ‘ ‘
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Time step k
Fig. 12 w, comparison 3 - .
between the true and - - - Estimation state
. N .
estimated state at SNR RN True state
=6dB et rrons
1 R \
211 \
& ]
s ..
S o151, 1
3 1
< 1
1 bt 1
1
1
1
0.5 |
1
1
0 1 ! ! ! !
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Fig. 13 Au/, comparison 1.2 : . : .
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estimation which is similar to the true state. From these plots it can be seen that the
fluctuation is about 5 %. This small fluctuations come from the random noise such as
process, observation and channel noises. It can also be seen from Fig. 12 that there
is a consistent difference between the true state and estimated state. The reason is

the state value (the deviation from the reference value) is generally small and sub-
stantially affected by noises.
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9 Conclusions

The proliferation of smart devices such as smart phones, tablets and renewable
energy sources has dramatically increased the need for higher capacity, effective
communication infrastructure, distributed control center and reduced latency in
wireless networks. In light of this practice, 5G communication network is one of the
potential platforms that will assist the visions of the IoT. This chapter has explored
the problem of distributed microgrid state estimation using the 5G communication
network in the context of smart grids. To simulate such an environment, it is assumed
that the complete state information is available. However, the local state estimations
of the microgrid could be obtained at the local smart stations using the proposed
state estimation method. At the end, the simulation results reveal that the proposed
method is able to estimate the system state properly.

Appendix

The terms used in (7) are given by [59]:

1 0 X' +X,L
f=——————— s o Rﬂ]. (19)
X2 4 X, XL, [—X§ XLy,
N s 1l
secod 0
2 =2—"’°[ ] (20)
X+ X, XLy 1%
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Building IoT Ecosystems from Mobile
Clouds at Network Edge

Marat Zhanikeev

Abstract While it is difficult to find a consistent definition of Internet of Things
(IoT) in research literature, the intersection of most research says that IoT is about
a wide array of devices at network edge, that people and devices should be able
to interact seamlessly, and that devices and people should be able to interact with
each other across the global network. This chapter points that local interaction of
people and devices is covered by the topic of mobile clouds and therefore can ben-
efit from the concept of GroupConnect and the related virtualization of local wire-
less resource. The wide array of devices is covered in this chapter by a new cloud
platform referred to as Local Hardware Awareness Platform (LHAP)—where the
main feature of the platform is in the name. LHAP allows for devices to advertise
and make their physical function useful to nearby applications. Finally, this chapter
discusses the concept of cloudification in which LHAP is implemented as a cloud
platform that can host traditional Virtual Machines (VMs) or container-based apps.
End-to-end connectivity is discussed as part of the cloudification process where it
may not be necessary to assign IP addresses to all devices at network edge, instead
relying on delegated networking via smartphones and WiFi Access Points.

1 Overview of Io* Technologies

Offering a solid definition for the concept of Internet of Things (IoT) is a diffi-
cult task and is recognized to be so by existing research [1]. It does not help that,
as this section discusses further on, there are several other concepts like Internet
of Everything (IoE) and Cloud of Things (CoT) which are also actively discussed
without establishing a solid difference with another closely related concept. Peo-
ple and devices in various combinations—people using devices, people interacting
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with devices, devices interacting with other devices, etc.—is another major thread
of interaction.

Finally, IoT platforms are actively discussed in all the above contexts. For exam-
ple, with a clear understanding that IPv4 has run out and cannot support the huge fleet
of IoT devices, there is a discussion of whether IoT platforms should use IP or rather
resort to another communication protocol altogether [2]. For example, arguably the
first IoT platform—the Auto-ID [1]—is a non-IP framework, albeit limited to a small
scale physical deployments. This chapter shows that there is ongoing research on the
various smart spaces which fill roughly the same scope at Auto-ID and regard them-
selves as the mainstream of IoT research. Note that the rough consensus today is that
IoT technologies should be global in scale [1] while projects on smart buildings and
smart grid [3] are often limited in geographical and networking scope.

This section makes another attempt to assign a minimal yet proper shape to an
IoT technology. After short overviews of IoT, Internet of Vehicles (IoV) and IoE
technologies, this section introduces the concept of cloudification and the related
platforms which are expected to answer many of the currently recognized issues
in IoT research. Since cloudified IoT—even considering the Cloud of Things (CoT)
discussion—is a rare topic in current literature, some of the terminology is solidified
in this chapter for the first time.

2 IoT: Internet of Things

Repeating an earlier statement, coming up with a proper definition for IoT presents a
major difficulty [1]. Out of a dense mesh of concepts, the following three are isolated
in this chapter as those defining the core of IoT:

« devices should be networked at global scale, meaning that a device or a person at
one part of the world should be able to communicate with a device or a person at
another;

» almost repeating the first item, there should be no different between people and
devices from the viewpoint of an IoT platform;

 both IP and non-IP networking should be possible without affecting global con-
nectivity.

The overall scope including the above three core concepts is described well in [1],
which offers several good definitions and taxonomies for IoT and IoT technologies.
For example, one viewpoint in [1] is pervasiveness versus scale. It is a meaningful
classification and is used in this chapter several times to discuss how the offered
technologies can support the same level of functionality at both small and large scale
without limiting the nature of physical functionality (pervasiveness).
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Several chapters in [1] are dedicated to:

« various kinds of smart spaces;

e human participation and human-centric design, ultimately including wearable
computing;

o web APISs to all IoT devices part of the process referred to in this chapter as Device
Function Virtualization (DFV);

 automation and autonomy as part of the original spirit of the Auto-ID technology,
RFID, NFC, and other current technologies following in the footsteps;

« software agents and syncing between local and global services;

« billing solutions and the related larger notion of an IoT-based resource economy.

While the above list of topics comes from chapters in springer.iot.arch.201 1, they
are listed here as a statement of intent for this chapter. The concepts and technologies
discussed in this chapter offer tangible contributes in all the above items.

Another way to look at IoT is to remain small in scale as is done in the research
on the various smart spaces [3]. Buildings, separate locations and networks in smart
grid, etc. are examples of such spaces. Various specific platforms likes BACnet, Lon-
Works, ZigBee, and others, are discussed in [3], which can therefore serve as a good
reference and source of technologies to compare with the platform discussed in this
chapter. Due to space limitation, a detailed review of platforms is not offered but a
comparison is provided for all the generic features of an IoT platform, where each
feature and its function is compared with the cloud-based platform discussed here.
All in all, the ultimate target of the research covered by [3] is to interconnect as much
hardware as possible even at the expense of having to confine networking to the size
of each specific smart space.

Yet another viewpoint in IoT focuses specifically on internetworking and covers
device-to-device (D2D) and machine-to-machine (M2M) communication patterns
[2]. This literature is a good source of references on the various standards developed
for IoT as a whole (ITU-T standards) as well as on specific technologies like smart
metering, wireless protocols including the mobile version of IPv6 (often referred
to as MIPv6), and others. Note that this research is the farthest among the above
from implementation—these are mostly standards adoption of which in practice
may require several more years. By contrast, the two above branches of IoT research
already have valid implementations, as does the cloud-based branch of IoT imple-
mentation introduced at the end of this section.

3 IoV: Internet of Vehicles

Internet of Vehicles (IoV) is a good example of and IoT technology which does not
depend on IPv6 and therefore can reach implementation stage without having to
wait for all the various standards to become actively enforced. The reason for this
is simple—there are not as many cars in the world as the various other devices. For
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example, the entire Kyushu area in Japan has about 800 k sedan-type cars it its offi-
cial fleet. This specific size is discussed further in this chapter as a practical environ-
ment for analysis. Since only a subset of that fleet is connected to the network—the
connection technology is discussed further below—the practical fleet size is much
smaller. This chapter will work with between 10 and 100k fleets distributed across
a fairly large geographical area.

IoV is actively discussed in research today in various settings: Vehicle-to-Vehicle
(V2V), cars as sensors, and others [4]. In general, one can detect a rapid evolution of
vehicles from Vehicular NETworks (VANETS) to Vehicular Clouds (VCs), where the
VC technology is expected to replace VANETs completely in near future [5]. Once
the environment is cloudified, Vehicular-to-Cloud (V2C) technologies can exist side-
by-side with the various *aaS services in traditional clouds [6].

The evolution from VANETS to VCs is happening in the following stages. In the
VANET environments, one had to depend on roadside infrastructure to provide the
otherwise fully isolated VANETSs with connections (sinks) to the global network.
This area is still actively discussed in research in form of such topics as opportunistic
and cognitive networking [7]. Cognitive methods make is possible for VANETS or
individual vehicles to quickly sense and connect to roadside infrastructure, while
opportunistic methods are expected to increase the efficiency and throughput of such
connections. It is common for the related research to cover both topics as part of the
same method of technology.

A major evolutionary step has happened with the advent of the connected cars
technology, using which cars are expected to get access to 3G/LTE connections [8].
Current implementations are lightweight and expect the driver to provider LTE/3G
connections via his/her own smartphone, which means that vehicles are connected
to the Internet as long as the driver is physically present nearby. However, even
with such an intermittent connectivity, V2C has become easier because each vehi-
cle can now communicate with the Internet directly without depending on roadside
infrastructure. VANET-like networking is still possible via the group activity (V2V),
which, in fact, is an example of a cloud service in [8].

IoV is a specific case of IoT. In fact, vehicles can serve as sensors (V2C mode),
or as receivers of information support (C2V mode), supporting both directions of
information flow. The biggest difference is in the number of items where IoV is a
much smaller world than is considered normal scale for an IoT technology. However,
as this chapter shows further on, this is a limitation in practical utility rather than
limit in scope. In fact, one can argue that the intrinsic mobility of vehicles makes
contributes to an increased scope when compared with traditional IoT devices.

Another major difference is in the part of the battery efficiency. It is a trivial fact
that IoVs can ignore battery efficiency, while it is considered a major problem in
traditional IoT research. In fact, the mobile clouds technology which is linked to
IoT further in this chapter treats battery efficiency as an optimization problem [9].
Several other resources—storage, connection time, etc. are also greatly relaxed in
IoVs compared to IoT methods and technologies.
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4 IoE: Internet of Everything

Strictly speaking, there is no academically discernable difference between IoE and
IoT. IoE is often referred to as the next step in IoT evolution. However, most of the
times such statements should be interpreted as: “IoE will perform the same functions
as IoT but better”. At present time, discussion on IoE and IoT is discernable only in
the companies that use one of the other term rather in the content or function of such
discussions.

This chapter does need to go further that this simple statement of fact. The space
cannot accommodate a full taxonomy of IoT functionality and its comparison to what
is covered by IoE. However, the concept of cloudification presented in the next sub-
section fulfills the main promise of IoE in that the proposed platform can be classified
as IoT but makes a better job of many of its specific functions.

5 Cloudification of Io* Technologies

This chapter is a merger of several seemingly unrelated topics. Some of them are
directly linked to IoT for the first time in this chapter. First and foremost, it is the
research topic of mobile clouds [10] which follows the same line of argumentation
as is presented in this chapter. This chapter shows that cloudified IoT devices closely
resemble mobile clouds. In fact, the cloudification approach can already be found
in existing literature under the acronym of Cloud of Things (CoT) [10]. On the side
of mobile clouds, several platforms like MAUI, XaaS, etc. already exist and can be
easily adopted to support IoT devices, once the latter are cloudified.

The D2D and M2M technologies discussed in IoT today can be mapped onto
mobile clouds as the various forms of local connectivity. This chapter refers to local
connectivity as GroupConnect—a generic optimization framework which allows for
any mode of interworking between local and remote resources.

Mobile clouds often discuss the offload technology. Offload can happen in both
directions: computation can be offloaded from the core cloud to devices at network
edge [11, 12], or in the opposite direction from edge devices to cloud core [13].
Since the network distance between local and remote is the same in both directions,
the two problems are similar and can be easily aggregated under the GroupConnect
concept presented further in this chapter. For example, flexibility of the proposed
formulation is sufficient to accommodate the green clouds technology under which
excess computing capacity at cloud core can migrate to network edge in order to
same power at Data Centers (DCs) [14].

Cloudified devices at network edge are referred to as fog clouds [15]. Fog a case of
federated cloud but with a strict condition that devices are located at network edge—
the traditional scope of an I0T technology. The new cloud platform that can facilitate
a wide range of fog clouds and the physical functionality supported by them [15] is
revisited further as one of the core element of this chapter.
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Although discussed only briefly in this chapter, resource economy in clouds [16]
is related to cloudified IoT as well because it translates well to billing and accounting
already discussed as part of the [oT technologies. In the cloudified form, billing and
accounting refer to micropayments for micro-use of cloudified resources at network
edge. For the concept of resource micropayment and its role in financial interactions
in federated and fog clouds, refer to [16].

Figure 1 shows the core premise of this chapter—the cloudification of any devices
all the way to the network edge. The figure plots the scale of cloudification to the
timeline. Note that smaller items (smaller size) does not necessarily stand for smaller
scale, as fog clouds can potentially be larger than traditional DC-based infrastructure.
However, for simplicity, the figure refers to the size (or, alternatively, distance from
network core) of cloudified items.

Today, we are roughly at IoV stage of cloudification, where VANETS are in tran-
sition to VC [8] using the connected cars technology. In this respect, [oV progress is
either on level or even exceeds that of mobile clouds. However, note that neither VCs
nor mobile clouds are based on cloud platforms today. This aspect of cloudification
is discussed in depth in this chapter.

In near future, we can expect that cloudification will advance further and will
embrace desktops and notebooks and finally WiFi Access Points (APs). Both can
be expected to become full-fledged cloud platforms resembling the one discussed
further in this chapter. One the APs are cloudified, the reach of cloud services grows
drastically because all the devices connected to an AP can be included into end-to-
end (e2e) networking without having to cloudify the devices themselves. This applies
to both home networks as public WiFi APs. Note that at this point, cloudification has
managed to grow and enhance its reach without resorting to IPv6 technology.
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In a more distant future, one can expect smartphones to become cloudified, which
will provide an equal boost in reach. The curve of cloudification is expected to be
steeper at this point because of the increased rate of including devices at network
edge into the cloud. As shown in Fig. 1, once APs and smartphones are cloudified,
other edge devices can either be cloudified themselves, or network by delegation,
using smartphones (or APs) as relays.

Although not shown in Fig. 1, groups of devices at network edge is the main target
of research on mobile clouds [13]. The most common approach is to divide network-
ing into local versus remote parts [17]. However, a better definition is when the entire
communication resource of a group is pooled and virtualized—this idea was first
introduced in [18] and further developed in [19] under the name of GroupConnect.
The technology depends on parallel use of multiple wireless modes of connectiv-
ity [20]. In overall, the topic of mobile clouds as a practical side with several existing
platforms like MAUI [21] or even platforms which focus social collaboration [22].

In way of a formal Definition of Cloudification, a cloudification technology either
makes a device easily accessible by cloud services or converts the devices into a
cloud platform. In the latter case, VMs or container-based apps can migrate to the
device and perform actions in local environment directly. The connection with soft-
ware agents discussed in the traditional IoT research here is obvious.

The following are the main assumptions for a cloudification technology.

Assumption 1: Clouds are better Connectors for the dispersed resources at net-
work edge. While some research in IoT assumes that devices would be able to com-
municate directly—for example, using IPv6 addresses and related protocols, but the
communication pattern which uses cloud core for orchestration is much more viable.

Assumption 2: Cloud Platforms can be Multi-Purpose and therefore suitable for
IoT, ToV and IoE uses. Specifically, the platform discussed in this chapter has a
unique design that fulfills the assumption.

Assumption 3: Only Cloudified IoT People and Devices Are the Same. Partly,
Fig. 1 already shows that this distinction is blurred in the process of cloudification.
However, via the new platform, GroupConnect and various other technologies dis-
cussed in this chapter, it will be made clear that the convergence between people
and devices is possible in practice. With disappearance of this distinction, the true
automation of IoT devices in a global network can become possible.

The current state of clouds is as follows. Currently, hybrid clouds are actively dis-
cussed [23] as a mid-way federation between small and large cloud facilities and a
special case of infrastructure outsourcing [24]. Another current technology depends
on Service Provider (SP) to maintain a population of cloud resources across the oth-
erwise de-coupled cloud providers—see the example of a cloud-based video stream-
ing service in [25] (streaming being a specific case of the Content Delivery Network
(CDN) technology). In fact, given that true federations do not exist today, SP is put in
charge of optimizing performance of its own populations [26]. This chapter presents
the next step in this process in form of a new cloud platform that makes true feder-
ated and fog clouds possible in practice [15]. Details on the platform are provided
further in this chapter.
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6 Parallel Connectivity and Mobile Clouds

Traditional IoT research largely ignores local networking [1-3]. In fact, local net-
working is often ignored even by the mobile cloud research [13] in spite of the fact
that it recognizes local wireless spaces and can benefit from optimizing its use. An
example of such optimization is shown in [18] and more fundamentally in [19], and
has already been applied to several IoT-like technologies like VCs [8]. This latter
example is considered as one of the practical IoT situations.

This section is a collection of several related subjects, namely Mobile Clouds,
4G+ wireless technology and its original features, and the GroupConnect concept
applicable to both. GroupConnect is presented as a virtualization technology which
is support to accommodate various specific technologies, each with its own opti-
mization targets. Several practical examples in this section showcase the advantage
of using GroupConnect in IoT settings.

6.1 Mobile Clouds

An excellent survey on mobile clouds can be found in [13]. The survey contains
all the important topics including the various cost models, local positioning, wire-
less performance (throughput, interactivity), and battery performance. This section
focuses mainly on the features in this list.

Repeating an earlier definition, mobile clouds mostly focus on the local versus
remote aspect [17]. This can be rephrased as a case of an offload technology in both
device-to-cloud [21] and cloud-to-device directions. Since mobile clouds normally
operate on groups of devices, local always refers to a group of devices within a direct
communication distance from each other.

Battery efficiency is a major problem in mobile clouds [9]. Majority of existing
research includes it as part of the optimization—see the example of such an opti-
mization in the MAUI platform [21]. The optimization is straightforward—a device
attempts to conserve its battery by either communicating as little as possible with
the cloud or by offloading some of its tasks to the cloud. This means that the offload
exists partially as a need for battery efficiency.

In terms of wireless performance, measurement studies show that 3G/LTE con-
nections are about 10x worse than local/direct WiFi [18]. As a link to battery effi-
ciency, 3G/LTE connections consume several times more (no actual measurements)
power than local connectivity [17]. These facts are also often found at part of the
overall optimization problem in mobile clouds.

Since we are talking about local grouping of devices, local positioning is a closely
related topic. Today, there is literature on local positioning using wireless commu-
nications [27, 28] or even sound [29]. A good overview on local positioning can be
found in [30]. Now, while these technologies are useful in practice, they are fairly
complex and require a non-negligible overhead. On the other hand, in absence of a
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reliable positioning method, existing literature shows that grouping by random selec-
tion works fine for some practical situations [19]. It is likely that positioning remains
inaccessible for IoT devices while being gradually implemented in WiFi APs and
other high-end consumer devices.

Although it sound unintuitive, cloudification of mobile clouds has been proposed
fairly recently [17], where the argument is that cloudification not only at application
but at the level of actual cloud platforms is suitable for mobile clouds. This argu-
ment is revisited several times in this chapter each time proving that this is a valid
assumption.

Mobile clouds are somewhat restricted in part of the formulation. They are nor-
mally formulated as local-to-remote sync formulation and are normally assumed to
have only one sink—the sink defined as a node that serves as a border between local
and remote networking. However, further in this section it is shown that GroupCon-
nect offers a more generic formulation in which mobile clouds can be considered as a
subset of practical applications. However, given that mobile clouds are more readily
recognized in literature, it is fair to retain the term mobile clouds to describe both
the strictly mobile cloud formulation as well as the more generic GroupConnect.

6.2 4G+ Technologies

Mobile clouds are rarely linked to 4G+ technologies regardless of the fact that sev-
eral major features are shared. Good surveys of 4G+ technologies can be found
in [31, 32].

4G+ is mostly about the LTE-A [33] suite of technologies, -A standing for
Advanced. It is truly a suite of technologies because with CoMP, MIMO, SON and
others defined for use in dense local wireless networks. The problem of interference
is considered to be a major issue in such networks [31], opening new venues for
cognitive and opportunistic networking as part of 4G+ [34].

Figure 2 offers a taxonomy of connectivity modes under 4G+. The following ter-
minology is used. Microcells (MCs) is a generic term describing eNBs, femtocells,
picocells and others [32], while BS stands for traditional Base Stations. Connectivity
between parties is written in the A2B pattern denoting communication between A
and B. Note that MCs are new in 4G+ technologies and form a new layer of short-
range local connectivity between users and BSs. LTE/3G networks widespread today
have no MCs and instead require end users to communicate directly with BSs.

Figure 2 shows the following modes of communication. D2MC is the new form
of connection in 4G+ under which a device finds and communicates via a local MC.
D2BS is the legacy connectivity resorted to when a device cannot find an MC or
when the available MCs are congested. The two interesting functions are Device-to-
Device (D2D)—or the same M2M for machines—and Peer-to-Peer (P2P). D2D and
M?2M as functionally the same—D2D is expected to be used for smartphones while
M2M should be accessible to any generic device. Note that these features are the
same in [oT research.
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Fig. 2 Visual taxonomy of the various modes of connectivity under 4G+ networking

Here, it is important to understand the underlying nature of D2D/M2M connec-
tions. While P2P assumes that the two devices are in direct communication with
each other, D2D/M2M assume that the devices communicate via the MCs or the
4G+ infrastructure. While it is not found in current literature, support for the true
P2P would fully enable mobile clouds based on 4G+ suite of technologies. Given
the CoMP and SON research, some steps are being made in this direction.

Cognitive and opportunistic components are a major part of 4G+ and specifically
the 5G technologies discussed in literature. Since both MCs and BSs play indepenent
roles in establishing and maintaining wireless end-to-end paths, energy efficiency
and for terminals and spectrum efficiency for the entire system are important factors.
Discussions in [35, 36] provide good background on energy/spectrum efficiency in
the larger context of cognitive wireless networking.

6.3 Multi- and GroupConnect

Figure 3 shows the 4 possible modes of connectivity. It is important to understand the
2 x 2 taxonomy in order to be able to assess the value of the GroupConnect presented
further in this section. A similar taxonomy can be found in [20] while Fig. 3 offers a
simpler 2 X 2 grid created on crossings between two simple features. The rest of this

Single Connection | Multipath
Nigle¥lleld Traditional Traditional
(Slelalalta A Applications Multipath
. Group Communication
RIS 3G/LTE/* + WiFi Direct
Connectivity THIS PROPOSAL

Fig. 3 The four possible modes of local connectivity
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subsection considers each cell in details, leading up to the GroupConnect technology
and its unique features.

Single Connectivity, Single Connection is just an ordinary/traditional connection.
The definition does not forbid multiple modes of connectivity but requires that only
one of them can be used at any given point of time. The good example of WiFi versus
3G in smartphone today—the phone will always default to one (WiFi) when both are
present and active.

Single Connectivity, Multiple Connections is an emulation of MultiConnect in the
actual absence of multiple connectivities. It is not feasible in wireless networks but is
actively used in wired networking. For example, MultiPath TCP (MPTCP) technol-
ogy is a good example [37]. Using MPTCP in wireless networks is not recommended
because it would lead poorer overall performance—for example, it is likely that the
traffic aggregate from multiple streams would be lower than that delivered over a
simple traditional connection.

Multiple Connectivity, Single Connection is a meaningless pattern because it leads
to wasted potential. For example, the case of WiFi/3G default above is such a case—
while the smartphone has two active modes of connectivity, using only one waste
the potential offered by the other one. The potential is put to practical use in the next
cells, where one can balance between two or more modes of connectivity in parallel.

Multiple Connectivity, Multiple Connections is the description of a GroupCon-
nect or a mobile cloud device [18]. Taking multiple available modes of connectiv-
ity as basis [20], the device can now support multiple parallel connections, each
allocated to a distinct mode of connectivity. Figure 3 shows a practical case where
3G/LTE (one of them) remote connectivity is used in parallel with WiFi Direct. This
set of technologies is available on most modern smartphones. The word group in the
name of the technology may be confusing but in fact it refers to the fact that local
connectivity only makes sense when it happens between two or more devices in a
local wireless space.

A full description of the GroupConnect technology can be found in [18] while
the next section explains the technology behind the virtualization of the wireless
resources made available via GroupConnect.

6.4 Wireless Connectivity Virtualization

The basic formulation as well as the generic optimization framework can be found
in [18] and even more in [19]. This section offers a short overview of the concept.

Figure 4 formulates the virtualization concept by transforming the physical struc-
ture on the left into the virtual structure on the right while the contents remains the
same in both cases. The only assumption here is that each devices a group has at least
two modes of connectivity—local and remote. This makes it possible to construct
a virtual devices by assuming that local connections are used to provide coherence
among devices in the group while remote connections are pooled together into a
single virtual connection with the Internet.
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Fig. 4 Virtualization of the entire wireless resource available to a smartphone

The above coherence feature has been measured in practice [ 18], where it has been
shown that WiFi Direct can provide 35 Mbps+ throughputs while 3G/LTE connec-
tions on average show rates below 1 Mbps. The coherence here is simply the numeric
fact that the pooled remote connections will never overwhelm local connections in
terms of throughput as long as group size is kept within reason (about 10 devices).

Now, what is the Virtual Wireless User in practice? In smartphones, this role
can be played by the same smartphone application installed in all the smartphones
and intelligent enough to enforce the necessary communication logic (selecting the
master node, syncing, etc.). However, further on this chapter will also consider the
case of total cloudification, where and end device is converted into a cloud platform
and VMs or container apps get direct access to local resources (Sect. 5).

6.5 Practical Advantages of Mobile Clouds

Figure 5 puts GroupConnect into perspective. The ladder of technologies has been
constructed using the measurements in [18]—where we know that 3G/LTE speeds
are slow, as well as the various other common knowledge about wireless spaces and
cloud services. The first/slowest technology in the ladder is the 3G/LTE set. CDNs
and the various cloud APIs are faster (about and above 2 Mbps) but put a cap on
rates above a given threshold in order to avoid congestion. In fact, quotas on various
resources commonly applied in clouds today are a form of rate restriction. Note that
even if a single 3G/LTE connection would be faster than CDN, then CDN would
serve as a solid throughput ceiling.

The only way to truly exceed the solid physical limitations is to use GroupCon-
nect, which, via multiple 3G/LTE connections would be able to boost throughput
beyond the cap placed by CDNs and clouds. While some quotas would still apply,
most quotas and rate shaping today applies to individual connections.
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7 A Cloud-Based IoT Stack

Having formulated the main assumptions about IoT and the related cloudification, as
well as the technical means of achieving cloudification as network edge via mobile
clouds and GroupConnect, it is now possible to discuss the case of fotal cloudifica-
tion in which all the devices at network edge become cloud platforms. This process
is presented in two steps in this section. First, the concept of Device Function Vir-
tualization (DFV) is discussed, leading to the final form in which a device actually
becomes a cloud platform and can host VMs or container-based apps.

7.1 Device Virtualization

This section shows that D2D/M2M can be implemented in two separate ways, specif-
ically using two distinct wireless stacks in devices. The choice of a stack defines how
a given device can be incorporates into a global IoT cloud.

Figure 6 shows a common device (smartphone in the center) and the two stacks
which can be used to communicate to other devices as part of D2D and M2M tech-
nologies. There are several important distinctions between the two.

Conventional Stack (left) is the most common method applied today. It is based
on WiFi (or 3G/LTE for remote) and can be used to communicate to a wide array
of personal devices among which are wireless HDDs, Chromecast or Apple TV, and
others. To be able to communicate to others, the device needs both MAC and IP
addresses—this point relates to a part of IoT research that focuses on IPv6 and its
mobile version. On this base, the device can build the standard client-server commu-
nication paradigm assigning any of the two roles to itself, depending on situation.
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Fig. 6 Internals of a standard hardware environment of a wireless device—perfectly describes a
common smartphone

In Server Mode, the device would need to implement both a WiFi AP and a Web
Server, and would use the Web Server to receive requests from other devices, replies
to which would be sent back as piggyback payload on ACK packets. In Client Mode,
the device itself is a client and therefore needs to connect to a remote WiFi AP as well
as communicate to its Web Server in order to communicate with the other device.
Chomecast, Wireless HDDs and other such devices normally function in the Server
Mode while the user device (smartphone) functions as a client. Note that this model
is also valid for 3G/LTE connections, in fact, literally the same communication stack
is used in the device.

P2P WiFi Stack (right) is largely ignored by IoT and mobile cloud research today
in spite of its potential. It uses any P2P WiFi function available to a device—NFC,
Bluetooth, and WiFi Direct are the common options while WiFi Direct is has been
shown by measurement studies to offer the highest throughput [18]. The main feature
of this stack is the absence of the IP address—pairing and communication between
devices is performed based on the MAC address and the arbitrary names assigned to
devices. Another major features is that communication is not based on client-server
model. Instead, both devices are literally peers, implement the same exact stacks,
and communicate by unicasting messages to specific devices. P2P WiFi stack is in
fact simpler to use in practice because it requires no additional software apart from
the native APIs provided by operating systems in devices.

Figure 7 shows the four possible modes of connectivity made possible by the two
above stacks. The preferred model is at the bottom and represents both the cases of
partial of total cloudification.

AP Design is the traditional design when a device implements in own AP used to
communicate to clients. It should be noted that the main disadvantage of this design
is the complete inability to use MultiConnect. Since the traditional stack is shared by
WiFi and 3G/LTE connections, switching to an AP advertised by the server device,
the client device loses its Internet connection. This problem is often experienced



Building IoT Ecosystems from Mobile Clouds at Network Edge 211

“APQ)) 8
AP Design : .>>> _x_
_Device User Cannot use

at the same time

) — N —R

Proxy Design {
y 9 Device User
Congestion Congestion
= ( I\ ‘
_ () —
WLAN Design £ | (W
. u
Device Congestion ser
A Cloud Platform @'))
I N I N . N I .
Cloudified _ g Internet
. | J P2P WiFi Smartphone
loT Device Device User

Fig. 7 Four modes—including the cloudified IoT device at the bottom—of e2e connectivity
between the device and the cloud

when using a common wireless HDD. Because of this major flaw, it is unlikely that
this design can be recommended for IoT spaces.

Proxy Design is when the device connects first to a public WiFi AP but also
implements its own AP for its clients. Such devices are found among wireless HDDs
which attempt to overcome the connectivity problems of the AP Design. Note that
the Internet connection here is not often used by the device itself, instead offering
Internet connectivity to end users (smartphones). The benefit of this design is the
uninterrupted Internet connectivity. However, the fact both local and remote con-
nections go through the device is a major disadvantage because a congestion inside
the device will affect both—as is shown in the figure. Public APs can also be con-
gested in multi-user spaces in which case the Internet connection will suffer partial
impairment while connection to the device may remain fully functional.

WLAN Design is another solution the interrupted connectivity in the AP Design.
Here, the device itself connects the same local AP (normally at home) to which the
user is connected—the two end up sharing the same AP. This makes it possible for
users to communicate to the device via the AP. The disadvantage here is the same
as above—congested APs can affect both user-device and user-Internet connections.
Note that this design is more common today, with such devices as Chromecast and
Apple TV following this basic pattern of use. Also note that while it is recommended
for home use, this design can also work with public APs like that in public spaces or
hotels rooms. However, congestion here is much more likely to disrupt the commu-
nication between users (smartphones) and the device (Chromecast).
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Finally, the Cloudified IoT Device design offers a distinct solution to all the above
problems. First, the two stacks are put into action, where the user uses P2P WiFi
Stack to communicate to the device and the traditional WiFi/3G/LTE stack to com-
municate to the Internet. This case creates an environment similar to IoVs discussed
above with the major exception that the smartphone does not need to implement a
WiFi AP, instead relying on P2P exchanges with the device. Connected cars today
assume that the car connects to the Internet using the AP advertised by driver’s smart-
phone.

The two levels of cloudification here are as follows. The Cloudified Design can be
implemented simply using a smartphone app which would communicate with two
sides separate and implement all the necessary processing logic in between. This can
be referred to as partial or lightweight cloudification. However, if user’s smartphone
is fully converted into a cloud platform—as was discussed in the cloudification time-
line above—then VMs can visit a device directly and implement not only a fixed
logic in form of an application but also a dynamic logic in form of an temporary
application that migrates to the device from cloud core to accomplish a specific job.
This latter case is very close to what is discussed in IoT research under the name of
software agents.

7.2 Device Cloudification

Let us discuss the reasons for converting a device into a cloud platform. First, it
should be recognized that most cloud services today are centralized. For example,
Amazon S3 storage service is popular among cloud applications, which is why a
given application can keep using Amazon S3 both when running in Amazon cloud
and outside—the outside being DCs of other cloud providers. The need for other
cloud providers is subtle but mostly has to do with having to provide proper geo-
graphical distribution for a given cloud service. At present time, Amazon has only
one DC in Japan while there are several smaller providers which have DCs all around
Japan. There are cases when a given cloud service runs on both Amazon DCs and
DCs from other cloud providers, while sharing storage facilities.

However, cloud apps spanning multiple clouds are rare today. Instead, it is com-
mon to application developers to resort to vertical integration—this is where storage
service is provided by the same cloud which is used to host VMs. For example, the
popular today Heroku is 100 % based on Amazon S3 and EC2 services. There are
yet not practical examples of active federated or fog clouds, which would be perfect
examples of horizontal integration.

The 1st step in overcoming the above problems has been already undertaken by
Akamai, which invested into building 20k+ cloudlets around the world [12]. It is,
in fact, the largest cloudified platform today and is well beyond the comparison with
Amazon and Google whose location count is in dozens. However, Akamai network
is not strictly a cloud because it cannot be used by VM-based SPs. Instead, Akamai
itself poses as an SP and isolates its internal logic from its clients.
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The 2nd step overcomes this very problem by allowing for a limited local func-
tionality on the part of individual VMs. For example, a technology that uses a light-
weight VM plus local MiniCache is discussed in [11]. The MiniCache technology
itself is discussed in [12]. While this offers some limited local hardware awareness
to a VM, this awareness is limited to the lifespan of that very VM. With increas-
ing VM populations maintained by cloud services, the lifespan of individual VMs is
becoming increasingly shorter.

The 3rd step is to fix the main problem of the 2nd by allow to discover and use
hardware environment local to a given VM. As far as functionality goes, given the [oT
objectives, the physical functionality should be limited as little as possible. The con-
cept of Local Hardware Awareness [la:] describes such a technology. Through LHA,
VMs can break the blackbox practice in existing clouds and discover local hardware
resources at their current location. LHA Platform (LHAP for short) is therefore a
platform that implements LHA for its VMs.

Figure 8 offers a comparison between the traditional platform (leftmost) and 2nd
and 3rd steps above. The rest of this section discusses each platform in details.

Traditional Platform requires no explanation. Since it enforced complete black-
boxing for its VMs as part of the basic concept of virtualization in clouds, VMs have
no practical means that discover and use local resource, instead, relying on public
APIs for data and other functions. More often than not, such traffic is outbound rel-
ative to Physical Machines (PMs) and often even the DCs hosting the VM at a given
time. For simplicity, as a common grounds for all the three platforms, let us assume
that the PM implements a Xen hypervisor. Also, let us broaden the scope of applica-
tion by assuming that apps can run both directly in VMs as well as in containers—
where Heroku and Docker are the two popular container-based platforms today.

Physical Machine (PM) Physical Machine (PM)
Physical Machine (PM) App
(] -
L ;
£ = ] A A
§ % -::l'v' f&' g App pp pp
=4 > = ®
= = = >
§ % 5 5 £ Tools
£ £ > 1 ya
= = Multitenancy Local
impossible Hardware
Control Awareness
Cloud Cloud Layer Platform
Platform Platform In-box (LHAP)
(Xen) (Xen) network
- - Cloud AW
Operating Operating Platform Direct t o Local
System System (Xen) J
. Local
Local D {Operatmg } hardware
Global network hardware DD System
(to Internet)
Global network Global network Local
(to Internet) (to Internet) Network

Fig. 8 Comparison of traditional versus MiniCache versus LHAP design
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MiniOS-based Platform is used by MiniCache (storage) [12] or Click VM (used in
SDN: Software Defined Networking) [11] technologies. MiniOS is a special kind of
VM which has more privileges that a normal VM. This means that such VMs would
normally be created and maintained locally on the fly rather than freely migrate
across clouds. Using the broader set of privileges, the new VM can access some
hardware local to its PM, where MiniCache specifically seeks access to local HDD
and SSD. The rather limited set of physical functions as well as the fact that reach
is limited to the host PM, both means that such technology is not useful for global
cloud services which need to migrate often and retain global connectivity.

Finally the LHAP approach is to enhance the Xen platform itself. The platform
is implemented in 2 layers, where API Layer together with VM Tools helps VMs
with the process of discovery and use of local resources, while Control Layer opti-
mizes and controls multi-party access to these resources. More details on the LHAP
platform can be found in [15]. Note that LHAP is not limited to the same PM and
implements 3 modes: local network, another VM in the same PM (in-box network),
or traditional (remote) access to resources.

In terms of feasibility LHAP at current level of technology, it should be pointed
that a working prototype of the platform already exists [15]. Android-based LHAP
is work-in-progress destined for cloudified smartphones. Further minimization for
cloudification of any IoT device is future work. More details on the various types
and uses for LHAP boxes is offered in the next section.

7.3 Cloud Boxes: from DCs to Edge Devices

This subsection discussed 3 separate usecases for a LHAP box, in order of increasing
applicability to IoT spaces.

Figure 9 is a DC-based usecase for LHAP. As such, it is most suitable for federated
clouds where it can help build true federations for the first time. Given the nature of
the platform, true federations are possible simply because each participant cloud
can now advertise its own local hardware functionality using the LHA concept. The

VM :]
Isolation

Storage @] Non-LHAP

part

OUT{ _IN

Fig. 9 LHAP in a DC environment—suitable for federated clouds and cloud hybrids



Building IoT Ecosystems from Mobile Clouds at Network Edge 215

figure shows storage, sensors, and Hadoop as the examples, but there are no practical
limits on the kind of resource as long as it can be discovered and advertised inside
LHAP using a generic APIs. APIs on the current prototype are sufficiently generic to
cover a very wide array of physical functionality. This LHAP can be useful to large-
scale cloud-based video streaming or any general distribution of content [25] even
using variable-bitrate and substream method [38], which might become necessary if
participant clouds vary in physical capacity.

Figure 10 shows a LHAP box for home or classroom use. Since it is assumed that
the entire cloud fits into a single box, the box would implement hardware functions
based on VMs inside the same PM. The access to the box is possible over a WiFi
AP to which the box is a client, or a fixed line to which the box is connected via a
simple hub. Another use for such a box would be when installing an e2e active probe
at home subject of using it as part of a global active probing effort [39].

Finally, Fig. 11 shows the ideal IoT device which is a perfect isolated box con-
nected wirelessly to the outside world. The four wireless modes of connectivity avail-
able to such a box are as follows. The first two (from the bottom)—WiFi Client and
WiFi AP are self-explanatory and fit into the traditional wireless stack discussed
above. The other two come from recent literature. Beacons can be used to adver-
tise small pieces of information but also as streaming engines if implemented using
beacon stuffing [40]. Finally, P2P WiFi—specifically, the WiFi Direct available on
modern smartphones—is the option that provides that highest throughput between
the box and client devices. This LHAP box is perfect for the next generation of such
devices like Wireless HDD, Chromecast, and Apple TV. It can also be used for the
various social applications like crowdsourcing [41].
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Summarizing, from this point on, the two forms of cloudification—partial/light
and total will refer to app-based global reachability provided by the device versus
the LHAP-based cloudification, respectively. Both cases considered separately when
discusses the practical examples in the next section.

8 Example IoT Clouds

This section discusses in details three types of IoT clouds. All share the main fea-
tures discussed in this chapter such as mobile cloud approach, compatibility with loT
assumptions, and basic cloudification concepts. All are considered at both levels of
cloudification—partial/light and total, as was defined in the previous section.

8.1 Cloud-Based Video Streaming

The cloud service presented in this subsection is continuation of earlier work in
[25, 38]. This time, the service is implemented using the LHAP where earlier work
assumed an SP-managed fleet on top of existing clouds. The old method, therefore,
represents the partial cloudification approach, while this section uses LHAP and
MiniCache [12] and leads to total cloudification.

Let us first consider the major features of the video streaming or, generically, a
Content Delivery Network (CDN) in question. Similarity to P2P has been already
shown in [25]. The role played by trackers in P2P streaming is played by SP in clouds.
SP creates and manages its population of sources (servers). Here, the problem in tra-
ditional clouds is that while it is relatively easy to maintain populations of VMs, it
takes effort to create and maintain properly distributed populations of caches. Earlier
in this chapter is has been shown how this problem can be solved using either the
existing MiniCache technology or, in a fuller version, using the full LHAP environ-
ment and the various kinds of local caches it can support.

The other major feature in P2P and, by extension, the cloud-based streaming is
the variable-chunk version of the substream method [38]. Conventional P2P stream-
ing has long accepted that reality that streaming can be made reliable only if each
peer aggregates the stream from multiple parallel substreams, each received from
a distinct other peer. The variable-chunk version of the method goes further and
shows that reliability can be further improved if streams are variable in size and
can adapt to the differences in e2e networking across peers. The same basic method
should be applied to federated and even more to fog clouds as, just like in P2P net-
works, participant clouds are expected to vary wildly in local hardware capabilities,
network performance, etc. Detailed on the variable method and its implementation
using modern variable-rate video formats can be found in [38].
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Figure 12 shows the basic design of such a service if implemented in a LHAP
environment. CDN Manager maintains the main storage (S3 on Amazon, for exam-
ple) just as is done in conventional systems. CDN Manager also creates and main-
tains a population of VMs/containers spread around the federated/fog cloud. LHAP
here allows each participant cloud to create and offer locally Cache 1 and Cache 2.
Note that the two caches are very different in nature. While Cache 1 is the same as
MiniCache in that it is VM-based and is limited to a given PM, Cache 2 is local to
the entire participant cloud and can be shared by all VMs/containers running in that
cloud.

Figure 13 presents a simple calculation of the benefits offered by such a system.
The following setup is used. The Main Storage contains 100 Gbytes worth of files
each 10 Mbytes in size (uniform) which makes 10 k unique files. A hotspot distrib-
ution [42] is used to model access frequency for individual files with the minimum
set to 1 (accessed only once) and maximum value left unbound due to the nature
of the distribution. Hotspots are set to amount to about 10 % of all the files and are
randomly assigned to id numbers of files.

Figure 13 is divided into the plot which studies the performance of a MiniCache-
like method by assuming only the presence of a VM-based Cache 1 while the bottom
plot studies a fuller system which has both kinds of caches.

In the top plot, horizontal scale shows relative volume (fraction) of total content
which can be stored in each local cache, while the vertical scale shows the number of
file transfers to/from an imaginary local cloud. The plot shows that there is a rapidly
growing benefit from using local cache up until about 10 % of the total volume—this
correlates with the settings of the hotspot distribution. Past that point the benefit still
grows but at a slower pace. This plot is very simple in nature and is shown here as a
subject of comparison with a more complex dynamic below.

In the bottom plot of Fig. 13 dynamics are slightly more complex. Here, not only
Cache 1 but also Cache 2 gets filled gradually as newly encountered files are down-
loaded. The slightly increased complexity is in the logic where each VM checks with
Cache 2 prior to downloading a newly encountered file. In other words, each newly
encountered file by any VM ends up in Cache 2 and is never downloaded. The plot
shows the ratios of volume for the two caches on the horizontal scale and ratio of
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Fig. 13 Performance of a LHAP based system that uses only Cache 1 (top) and Cache 2 (bottom)

inner/outer file transfers on the vertical scale. Note that the inner file transfers include
those that carry the files from Cache 2 to each VM.

The results in the bottom plot are as follows. The curve starts saturating at 0.1/0.2
(horizontal) and fully saturates at 0.2/0.4 and beyond. This means that Cache 2 with
volume above 0.4 contributes to no further benefit in performance.

This example can be summarized as follows. The presented technology is perfect
for distributing resources across federated and fog clouds. The benefits are on all
sides involved in interactions: large clouds benefit by having their traffic towards
network edge reduced, CDNs benefit by getting access to a fully distributed network
of resources and being able to provide higher quality of service to end users. Smaller
crowds benefit by sharing the revenue gathered on locally provided resources.
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8.2 Vehicular Clouds as DC Extentions

This example focuses on VCs but in untraditional settings. As was discussed before,
in traditional VCs vehicles connect to the Internet with the ultimate objective of
connecting a cloud service [5]. In this example, VCs are used as extensions to DC
infrastructure. The logic of a builder for such a resource is as follows. The Kyushu
area in Japan has one DC in the center of Fukuoka city. However, cloud provider
desires to improve its geographical coverage and, in absence of other DCs and high
cost of building them from scratch, employs fleets of vehicles as extensions to its
own DC infrastructure. In a way, the vehicles function as cloudlets in the previous
example—specifically the large network built by Akamai.

Figure 14 shows geographical coverage and density distribution of the area around
Fukuoka city. The visualization comes from the actual dataset generated using the
maps2graphs crowdsourcing project [43]. This specific dataset contains the actual
locations of 200+ Family Mart convenient stores. Note that there is an area of
research which proves that density centers follow the distribution of density in pop-
ulation [44]. As far as population goes, one can be for people, but this specific exam-
ple considers density distribution of vehicles. The dataset also contains actual routes
for all pairwise combinations of nodes. Note that generation of such a dataset via a
crowdsourcing effort itself is a valid IoT subject which, however, is left outside of
the scope of this chapter [1].

Figure 14 shows a filled node in the center which marks the middle of Fukuoka
city. Node size is the inverse of density—Ilarger nodes stand for sparsely populated
areas and vice versa. The density itself is relative and is calculated based on the
number of nodes surrounding each node in question. Fukuoka is a coastal city and
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Fig. 14 A maps2graphs dataset representing distribution of the fleet across the geographical area
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the upper-left part of the visualization is occupied by the ocean. The map is in GPS
coordinates but the actual map is not shown to retain clarity.

The density can be used by the cloud to decide where to allocate resources—
storage, servers running on VMs, etc., as was done in [8]. In fact, the same basic
method is used in this example as well. As far as the actual numbers go, Fukuoka
prefecture has 800 k registered sedan-type cars, but the fleet size is set at 10 k assum-
ing the only a small subset of the registered fleet agrees to host cloud services.

Several more assumptions are necessary to convert the example into a meaning-
ful IoT technology. The most important assumption is on grouping. Singular vehi-
cles are not useful to cloud services because of the unreliable e2e throughput on
3G/LTE connections, assuming the connected cars technology is applied (see sta-
tistics in [18]. However, when vehicles are grouped, the pooled remote connections
can sustain syncs between groups and the cloud. In CDNS, the ability to sync is key.
Here, the previous example of a distributed cloud storage applies as well can be help
improve the efficiency of traffic exchagne between vehicular groups and the cloud.

The same assumption is made about hotspots, in fact the same distribution is
used in the previous example [42]. However, this time two cases are defined: 5 %
for the case of few hotspots and 20 % for the case of many hotspots. The meaning
of the hotspots is, however, very different. In this example, they represent parking
spaces. Few hotspots stand for few but large spaces, while many hotspots describe
environments with a higher number of average-size parking lots.

The final distribution is built in the following two steps. In the first step, the fleet is
distributed across nodes using the actual density in the maps2graphs dataset above—
this gives us the number of individual vehicles allocated at each node. In the second
step, this number is further split across parking lots at the location, using a given
hotspot distribution. For simplicity, it is assumed that each location has 1k loca-
tions, 5 or 20 % of which are hotspots. Vehicles are distributed across parking lots
accordingly.

The only remaining fixed parameter in the simulation is the 4-vehicles base unit.
If a parking lot has less than 4 vehicles, it is ignored by the cloud and does not appear
in results. Otherwise, the resulting count is a multiple of 4. Note that, according to
real measurements, 4-vehicle units can provide aggregate throughput in 1-4 Mbps
range [18].

Figure 15 shows the resulting coverage. The figure is actually a map of the cov-
erage, where the angle of rotation (zero is on right side) is on the horizontal and
distance from city center (in log) is on the vertical scale. Both values are quantized
in 20° and 0.3 steps, respectively, showing the sum for all values falling into each
quantile. The upper plot is the for case of few hotspots, and the lower plot is for the
case of many hotspots.

Here is how the performance of such a cloud in terms of coverage can be evalu-
ated. Both plots show good coverage. However, the lower plot is missing some of the
cells if compared with the upper plot—this is the case when not enough vehicles are
found at a given park located near a given location. A cloud provider would find this
information useful in the following way. It would first perform studies which would
be able to reverse-engineer hotspot distributions describing locations. One hotspots
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Fig. 15 Coverage of cloud services extended by vehicular clouds. Horizontal scale is angle, ver-
tical scale is log of distance from city center

are known, the cloud, having the full knowledge of how many vehicle are in its fleet,
can build the above layouts and visualize the potential coverage of its services.

This example can be summarized in the following way. While there are no exist-
ing technologies which resemble this example, it is shown that it is not difficult for
existing clouds to create and maintain natural extensions to their core DC infrastruc-
ture. In fact, while this example focuses on vehicular extensions, it is not difficult to
build similar extensions based on smartphones. However, one should remember the
main advantages of VCs, namely the disregard for battery and other efficiencies.

In terms of LHAP platforms, the lack of physical restrictions, CVs can be eas-
ily implemented based on LHAP boxes. In such case, it would be able for VMs to
migrate from the core DC to vehicular units and operate locally for a given period of
time. Just as was discussed for the case of cloud-based streaming earlier, the main
benefit here is the dynamic nature of such apps which can be updated with new soft-
ware and processing logic before each migration to a local environment in VCs.

8.3 Vehicular Clouds with Beacons

This example is an update on the previous one but this time the focus is on data
gathering. It is, in fact, recognized as a valid use for VCs—individual vehicles sim-
ply serve as sources of sensor data for the core cloud [5]. Since VCs are intrinsi-
cally mobile, such sensor networks offer both large and dynamic coverage. Note
that research on cognitive/opportunistic networking is commonly used to solve
such problems [7] and traditionally assumes the ubiquitous presence of roadside
infrastructure. However, under the connected cars technology, infrastructure can
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either be greatly reduced in size or removed altogether, instead relying on the fact
that individual vehicles are constantly connected to the Internet.

This example focuses on smart grids. Specifically, let us assume that a large geo-
graphical area has many small to mid-size power plants of various technologies
(solar, wind, etc.). The objective is to collect all the information from the many power
plants and aggregate it into a single bulk of data Big Data, by definition. The new ele-
ment in this example is the technology of wireless Beacons and the related concept
of beacon stuffing [40].

Figure 16 shows both the traditional and new technologies. In the traditional case,
itis assumed that all nodes in the network (power plants) are connected to the Internet
and submit their own information to the cloud. However, this is not a very feasible
technology in practice because such infrastructure would require large costs, spent
on connection, data maintenance, etc.

The new technology (left) therefore attempts to reduce the cost drastically by
assuming that power plants are not connected to the Internet and information is
instead delivered by vehicles in a cognitive/opportunistic manner. The role of bea-
cons is as follows. Each power plant is assumed to install very cheap beacons which
broadcast current status of a power plant at the roadside. Vehicles capture the broad-
cast information as they pass by and deliver it to the nearest node of the main road-
side infrastructure. To accomplish this, vehicles also have to implement beacons and
broadcast the aggregates of captured information as they travel.

The benefits of the new technology are as follows. Beacons provide a better cogni-
tive environment, while GPS-based location context may be very imprecise at times.
Besides, the capture process with beacons is also very natural—vehicles simply pick
up information as they go. The connected cars technology can still be used when noti-
fying cars on where the power plants are—that is, at the opposite side of the tech-
nology, which explores the business value of the collected Big Data. A bit unusual

Smart grid by

cognitive radio
Cloud,
Networked BigData

nodes

Cloud,
BigData

Standalone
nodes

Fig. 16 Traditional (left) versus beacon-powered (right) vehicular clouds
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application of the new technology can be found as part of the EV battery replacement
infrastructure as is discussed in [45].

Since Beacons are at the hard of this example, it is important to study their prac-
tical utility. Assuming that unit tuple containing information on one power plant can
be encoded as 10 bytes, and also assuming that one Beacon frame is 250 bytes long,
one frame can carry information on 25 power plants. This is important because it is
useful when each vehicle-roadside sync can fit into one frame.

As was mentioned before, this example is an extension of the previous one. The
same map is used and the fleet is also assumed to have 10 k vehicles. The size of the
fleet is not key in this case since it only takes one vehicle to sync data from a given
sub-location. Roadside infra in this example is allocated also based on the density—
in total up to 100 roadside nodes are allocated for 200+ physical nodes, in decreasing
order of density.

Figure 17 shows the performance for this example. Each thicker curve is for 10,
20, 40, and 50 % of nodes having roadside infra. The key point of the study is to find
out the coverage for 1-frame sync. This is important because vehicles can move very
quickly through these nodes while multi-frame syncs may not complete in one pass
and may require cars to slow down or stop. Also, the technology which uses multiple
frames is known as beacon stuffing has to be used which requires a minor hack [40].

The results are as follows. With 10 % of infrastructure, only 20 nodes can stay
within 1-frame sync range while the largest bulk requires 30 frames—such syncs
would definitely require the vehicle to stop to complete the sync. With 20 % of
infrastructure, 35 nodes can stay within 1-frame sync. Performance saturates at 40 %
of infrastructure, where about 50 nodes (out of at most 100) stay within 1-frame
syncs. At saturation, the largest syncs are at most 5-8 frames which can be handled
at slow speed and would probably not require the vehicle to stop.

This example can be summarized as follows. This is probably not a LHAP case
given that Beacons would be hard to implement as LHAP boxes—in the cloudifi-
cation timeline such devices come at the very end of the list. However, the devices
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can still be considered cloudified since its networking with the cloud is delegated via
the vehicles and, ultimately, the greatly reduced roadside infrastructure. This exam-
ple can be reformulated as a network of nodes where vehicles serve as data packets
in a network connecting the multiple power plants in the smart grid. As such, such
networks can be considered as Delay Tolerant Networks (DTNs) [46].

9 Summary and Future Directions

This chapter presented a new viewpoint at the IoT technology which assumed that all
the devices and platforms are either partially or completely cloudified. The cloudifi-
cation idea is not entirely new in this chapter and has already been discussed as the
Cloud of Things (CoT) technology. However, this chapter is the first known attempt
to show that even small IoT devices at network edge can be implemented as the actual
cloud platforms.

The chapter make several interesting connections. If devices are considered in
groups, then, assuming the devices are cloudified, such IoT environments start to
closely resemble mobile clouds. This chapter has a detailed discussion of mobile
clouds in general and the technology called GroupConnect which offers even more
generic formulation than traditional mobile clouds. This discussion contributes the
concept of local versus remote communication to groups of IoT devices.

As far as the process of cloudification itself, this chapter discussed a new cloud
platform which implements Local Hardware Awareness (LHA) as its core function.
Using LHA—LHA platform is referred to as LHAP—groups of IoT devices can offer
cloud services the ability to discover and use local resources.

Several examples in this chapter put all these components to practical use. It is
also helpful that the same basic set of components is applied to drastically differ-
ent technologies. Specifically, this chapter discussed cloud-based streaming, exten-
sion of DC infrastructure using vehicular clouds and smart grids based on vehicular
clouds and roadside beacons.

The cloudification concept presented in this paper is far to completion. Closely
related subjects are Virtual Network Embedding (VNE) [47] and client-side appli-
cations [48]. The former technology can help built efficient network topologies con-
necting the distributed resources at network edge—a common example is build-
ing optimal many-to-many topologies for distributed groups. The latter can support
smarter logic for applications running in devices at network edge. Both these tech-
nologies naturally fit into the LHAP technology as well as the overall concepts of
cloudification and mobile clouds, and can be considered the immediately next step
for the research presented in this chapter.
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Middleware Platform for Mobile
Crowd-Sensing Applications Using
HTMLS APIs and Web Technologies

Ioannis Vakintis and Spyros Panagiotakis

Abstract This chapter presents a web-based cross-platform architecture based on
HTMLS APIs and other state-on-the-art web technologies. In fact, our architecture
is a crowd sensing application which exploits the ubiquitous capabilities of modern
mobile devices, along with their built-in sensing capabilities, in order to motivate
the users to collect, share and use different kind of sensor data. The platform
consists of two application specific components: the first, the client part, runs in the
user device to collect sensor data and transmit them; the second, the server part,
runs in the cloud and is responsible for analyzing and visualizing the data from all
devices in a human friendly format, e.g. a map. The application is multi-sensor as it
can collect data from almost all sensors of mobile devices. Besides the use of the
platform as a participatory and opportunistic sensing architecture, our endmost aim
is to be used with other Internet of Things equipment for the introduction to the
third generation of Web characterized as ubiquitous web.

1 Introduction

Mobile sensing has changed many forms over the years. In the decades of 80 and
90s, mobile computing technologies leaded the development of a variety of sensor
equipment to monitor phenomena of interest such as atmospheric pollution or
potholes on roads. In the next years, wireless networking technologies overcame a
lot of obstacles and sensors via embedded communication modules started to
connect not only to each other but also with backend servers [1]. Nowadays,
ubiquitous or pervasive sensing [2, 3] enabled by web and mobile technologies for
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a wide range of activities in our society. Transportation and Civil Infrastructure
Monitoring [4, 5], Environmental Monitoring [6—12], Health Care and Fitness [13],
urban sensing [14] and traffic monitoring, social networks [15] are some areas
which benefit from ubiquitous sensing. Smart devices have played a major role to
this trend. Smartphones, tablets, music players, sensor embedded gaming systems
and in-vehicle sensing devices (e.g. GPS navigators) are flooding the market and
feed with sensor data the Internet. They are equipped with various sensors (e.g.,
accelerometer, ambient light, camera, microphone, gyroscope, proximity and meteo
sensors) and so they transform a near-ubiquitous smart device into a global mobile
sensing device [16, 17].

In the upcoming years more sensors will be embedded in the smartphones. The
new version of Samsung Galaxy includes two more sensors, heart rate sensor and
finger scanner [18]. It is the first time in history of smartphones that a smartphone
includes a heart rate sensor providing the capability to the users to monitor their
physical condition. Mobile users can measure their heart rate before and after a
workout to check out their health and workout status. The second sensor that
Samsung galaxy S5 features is a finger scanner, which improves the usability and
the security of smartphones. Some example applications for Finger Scanner include
biometric screen locking, individual file locking with “Private mode” and secure
mobile payments.

As it is obvious, the sensing capabilities of smartphones can recognize individual
or community phenomena. The category of individual phenomena includes several
actions of a specific device’s owner, which usually are divided into 3 categories
(a) movement patterns such as walking and running, (b) modes of transportation
such as biking, driving or taking a bus and (c) activities such as listening to music
and making coffee. Most of the time, the user can have access to his personal data
which are presented graphically as analytics. On the other hand, community phe-
nomena are related to the actions of a set of people and are not limited to a specific
user. Community phenomena include real-time traffic patterns, air [19], water or
noise pollution and pothole patrol. The way in which users are involved in the
process of collecting sensor data distinguishes sensing of community phenomena to
participatory and opportunistic. In Sect. 2 we will present a deep analysis for both
categories.

With respect to the sensing of community phenomena, a new sensing archi-
tecture has spurred the attention of the scientific community, recently [20]. Mobile
crowdsensing or MCS, is a new business model that allows to a huge number of
mobile users to exchange information not only between them but also for a set of
actions that may affect the community. In general, the term “Crowdsensing” refers
to the collection and sharing of sensor data with the scope to measure a community
phenomenon. It is a very attractive solution for companies and organizations to
collect significant data without spending enormous amounts of money. A very
important advantage of crowdsensing is that unlike an infrastructure-based sensing
solution, crowdsensing can potentially be cheaper as it does not require the
deployment of an expensive fixed infrastructure.
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The creation of such sensing architectures has blossomed recently capitalizing
the capabilities of modern mobile and web technologies. Modern mobile operating
systems fully exploit the features of sensing devices offering multiple capabilities to
the mobile and web developers. The developers can build applications for handheld
devices with three deferent ways: as (1) native, (2) web or (3) hybrid apps. Native
applications are built separately for each operating system and they are pre-installed
on the mobile phones during manufacturing or can be downloaded from distributed
application stores such as Google play or App store. Android and iOS are the two
most well-known mobile operating systems of the world having the 96.1 % of the
world market share in the 3rd quarter of 2014 [21]. Web applications are delivered
using a server-side or client-side processing to provide an “application-like”
experience within a Web browser. The last category, hybrid applications, concerns
the marriage of web technology and native execution. Hybrid apps are built with
web technologies and mobile web implementations and run inside a native con-
tainer on a mobile device.

Beyond mobile technologies, the web is gaining momentum in the use of
sensing devices. The way that we interact with the web is changing throughout the
years. In the upcoming years web will enter its 3rd phase called ubiquitous or
intelligent web. From that point of view, webpages are not just pages with colors,
text and logos but they are similar to desktop applications and are turning to web
applications [22]. The radical improvement of content usability helps the web
applications to present content more dynamically. Also, a web application can
retrieve data from multiple sources and in real time. In many cases, the traditional
HTTP communication between a web server and a browser is replaced by a single
persistent TCP connection, which is called WebSocket [23-25]. The advantage of
the WebSocket protocol is that it provides full-duplex bi-directional communication
that can be used by both client and server applications. Besides robust communi-
cation protocols such as Websockets, ‘the intelligent Web’ will have much more
technology trends to extend. Semantic Web technologies, machine learning and
reasoning, autonomous agents and distributed databases will turn the Web to an
open, connected and intelligent ecosystem.

The deployment of future mobile internet, is also propelled by the standard-
ization efforts for the 5th generation of wireless systems [26, 27] known as 5G,
which is estimated that around 2020 will be released in the public for everyday use.
5G wireless technology will support dense deployment of high-speed low-latency
services (small cells), better utilization of the current frequency bands, the release of
new wave bands in the spectrum between 6 GHz and 100 GHz, novel techniques
for antennas and protocols and integration of existing heterogeneous networks [28,
29]. Figure 1 illustrates the evolution of 4G-5G networks. The 5G networks are
expected to fill the puzzle of the inexorable evolution of smart devices and cloud
computing [30-33], since the new standard is designed to be versatile and scalable
for the Internet of Things devices. The improvement of key networking features
such as capacity, coverage, and energy efficiency will definitely benefit high rate
applications such as the mobile crowd-sensing and crowd-sourcing ones.
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In this chapter, we present a web-based cross-platform architecture for
crowd-sensing, which is interfaced with the real world through the sensors of
various mobile devices [34, 35] and is totally based on HTMLS5 APIs in order to
collect, group and graphically present the retrieved data following statistical pro-
cessing. To the best of our knowledge, this is the first crowd-sensing platform that
exclusively uses HTML5 APIs for the collection of sensor data. The platform
consists of two application-specific components: the first, the client part, runs in the
user device to collect sensor data and transmit them; the second, the server part,
runs in the cloud and is responsible for analyzing and visualizing the data from all
devices in a human friendly format, e.g. a map [36]. The application is multi-sensor
as it can collect data from almost all sensors of mobile devices and is totally based
on HTMLS features. Besides the use of the platform as a participatory and
opportunistic sensing application [34], our endmost aim is to be used with other
Internet of Things equipment for the introduction to the third generation of Web
characterized as ubiquitous web [37].

In more detail, the client, which is implemented in the form of a web page, acts
as the source of data and is located in the front end of our web platform. The end
user via the client grants access to the sensors through the respective HTMLS5 APIs.
The end user only needs to activate the client application to start the automatic
procedure of sending sensor data to the cloud. Sensor APIs obtain the raw infor-
mation and forward it to the next stage for analyzing. The data analysis is divided
into two parts, local analysis (at the client) and aggregate analysis (at the server)
[38]. When local analysis finishes, useful data are sent to the server and stored in a
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cloud database. At this point, the data will pass to the second stage of analysis. This
stage provides a map visualization and statistical analysis of data collected by all
clients. Statistical data are presented in the form of various charts. Both interactive
map and analytics can be accessed by anyone via a visitors’ web page open to the
public. Apart from statistical processing and representation of sensor data and
interactive map visualization, the visitor page offers many capabilities to its visitors
including a collection API and dynamic map visualization.

The specific scenario that we have implemented concerns the measurement of
ambient noise and light. The user gives access to three sensors of his mobile device,
namely the microphone (Get user media API [39]), the light sensor (Light sensor
API) and Location (Geolocation API). Microphone records the ambient sound and
through an algorithm converts values to decibels. These values are periodically sent
to the server through a Websocket connection while the user is active. The server
collects the decibel values along with the location of users to export the statistics.
Light sensor acts with the same procedure as microphone with the only difference
that light data doesn’t need further local analysis. Light sensor API exposes data as
lux values rather than Get user media which exposes raw data information.

The remaining chapter is organized as follows: Sect. 2 details in various aspects
of crowd-sensing applications. Section 3 introduces to the web technologies that are
relevant to our implementation. Section 4 presents the design of our architecture
and Sect. 5 focuses on critical implementation details demonstrating in parallel the
provided functionality. Section 6 presents how privacy is assured in our system and
Sect. 7 introduces to the gamification approach we followed in order to motivate
users to remain online for more. Finally, Sect. 8 concludes the chapter.

2 Crowdsensing Architectures

Crowdsensing is a new way of sensing the real world which encourages people to
participate and generate sensor data from their mobile devices. Sensor data is
aggregated and fused in the cloud for further analysis and customer service delivery
[40]. As mobile devices we consider mobile phones, wearable devices and smart
vehicles. The embedded mobile sensors can acquire local knowledge e.g., location,
noise level, traffic conditions, and in the future more specialized information such as
pollution. A typical functionality of MCS application is first to collect raw sensing
data from mobile devices and then to process it to a mechanism for local analytics
[20]. Second, privacy preservation, the data is sent to the backend and aggregate
analytics will further process it for different applications.

Crowdsensing is low-cost compared to a platform with static sensors and its
range is far larger than the typical WSN systems. Moving users create an enormous
range which can expand to the most improbable places. The main research chal-
lenges for crowdsensing applications are privacy and incentive mechanisms. The
nature of the data that is transferred between the applications is very sensitive hence
privacy is considered to be a critical factor for the success of such applications.
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Another important issue for crowdsensing is the motivation of the user. The pur-
pose is to keep the user for a long time inside the application in order to collect
amounts of sensor data.

With respect to the involvement of the user in the crowdsensing process,
crowdsensing applications are distinguished into participatory and opportunistic. In
participatory crowdsensing, the users send sensor data to the server, doing an active
effect. On the other hand, in opportunistic crowdsensing the sensor data are sending
automatically, with little or any involvement of the user. Taking into account the
type of the measured phenomenon, three categories of crowdsensing applications
can be distinguished: (1) Environmental, (2) Infrastructure and (3) Social. Envi-
ronmental crowdsensing is used to measure natural phenomena, such as noise
pollution, level of water and air pollution. Infrastructure crowdsensing is used to
measure public infrastructures, such as road conditions or traffic congestion.
Finally, social crowdsensing is used to measure social behavior of individuals, such
as the shops visited by a citizen or the holiday travel destinations.

The information that is sensed from the users’ devices is normally transmitted to
a back-end server for further analysis. The combination of information from mul-
tiple mobile or desktop devices can reveal significant trends of an environment like
predicting air and noise quality. Also, they can help to improve city management
issues like the traffic sector, civil complaints or neighborhood problems. All these
developments are under the category of Community sensing, People sensing,
Participatory sensing, Opportunistic sensing, Crowdsensing, Crowdsourcing and
Social sensing. These buzz words all describe the space of sensing architectures
from various application perspectives. The purpose of these buzz words is to build
platforms or applications that gather sensor data from volunteers belonging to the
huge number of people with mobile devices, actively or passively. Nevertheless, a
sensing platform can be characterized with more than one of the above names
because it may contain characteristics from several sensing architectures. Figure 2
illustrates the classification of crowdsensing applications.

Crowdsensing

systems

Opportunistic Involvement of the Participatory sensing
user systems
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/ Type of measured
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|

(g lnfrastructure Crowdsensing | Enviromental Crowdsensing

Fig. 2 Classification of Crowdsensing systems
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3 Related Technologies

Apart from the evolution of mobiles, Web, also, currently lives its evolutionary
phase with HTMLS. Thus, several Web applications have been mobilized and many
Web sites are now responsive. HTMLS is the definite “software glue” which fills
the gap between mobiles and Web and becomes the key to any future development.
All these mobile features can be used combinatorial to the advanced features of
HTMLS for enabling valuable distributed participatory and opportunistic sensing
applications. As we reviewed in the second section the crowdsensing applications
can be extended to many fields of daily life, namely: transportation and civil
infrastructure monitoring, environmental monitoring, health and fitness, urban
sensing and traffic monitoring.

In this section, we will shortly introduce to various web and mobile technologies,
which are capable to deal with data for IoT applications [41, 42]. At first we discuss
the HTMLS APIs that deal with sensor and hardware integration and then we ana-
lyze new elements that HTML presents in its fifth revision. Later in the chapter we
comment about other web technologies, which help us to construct the architecture
of our platform. Also, we discuss about concepts, protocols, libraries and APIs, such
as Meteor, Nodejs, Mongodb, Google geocoding APIv3, Web Audio API, Web
sockets, Geolocation API, Sencha ExtJS 4 (Visualization charts) and much more.

3.1 HTMLS

3.1.1 Overview

HTMLS5 [43-46] is a programming language used for describing the layout and
presenting the contents of Web pages. HTMLY5 is cooperation between the Web
Hypertext Application Technology Working Group (WHATWG) and the World
Wide Web Consortium (W3C). In the early years, HTML had limited potentialities
and was designed just for describing static web content. But with the course of time,
the language has been dramatically evolved, offering real challenges to developers.
Its latest version, HTMLS5 has completely changed the status in the IT firmament
with the breaking through technologies it introduces. For example video files do not
require any more external plugins like flash in order to be played back in a browser,
as HTMLS with its <video> tag embeds such functionalities, as play, stop/pause,
move back/forward, directly into the body of the language. Essentially, HTMLS is
not anymore a simple language for describing web pages, but a combination of
HTML, CSS and many Javascipt APIs, which makes it a powerful platform with
rich capabilities. In the following, the attention will be paid on these Javascipt APIs,
available with the 5th edition of HTML that can enable the provision of pervasive,
ubiquitous and adaptive web applications to end users. Because with these APIs
web sites and web applications are offered an insight to the personal context and
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ambient environment of the end users, static or mobile, enabling capabilities for
personalized, customized and anticipatory service provisioning. The fifth version of
HTML includes a wide variety of new characteristics such as graphical and media
support without using external plugins, quick response time and consistency in web
applications, device independence.

3.1.2 HTMLS APIs

Modern mobile devices of smartphone and tablet style embed a rich variety of
sensors. In order applications to have access to the data from sensors, normally a
middleware tool needs to mediate to facilitate the communication. Special-purpose
Application Programming Interfaces (APILs) expose sensor data to the mobile web
developers. Table 1 summarizes some critical sensors and hardware APIs from
W3C as they are included in [47].

Geolocation API

Geolocation API [48] allows the client-side device to provide geographic positioning
information to JavaScript web applications. Geolocation API offers to mobile users
the possibility to share their location with anyone they trust (individuals or web sites).
The Geolocation API returns the geographical coordinates of the user device in a
geodetic datum that is in the form of latitude and longitude. In order them to be
understandable or valuable for the end user, later this information must be translated to
something like a city or street name or the name of a favorite area (e.g. my mother’s
place, my office, my gym), since the user understands better the civil datum. Online
services such as Google and Bing maps, can undertake such transformations. Apart
from latitude and longitude, the geolocation API can also return additional informa-
tion such as the user’s altitude, heading and speed and the altitude accuracy.

Table 1 Sensors and hardware APIs

Feature Working Group Maturity Current
implementation

Geolocation Geolocation Ww3C Widely
recommendations | deployed

Motion sensors Last call working | Well deployed
drafts

Battery status Device APIs Candidate Very limited
recommendations

Proximity sensors Candidate Very limited
recommendations

Ambient light sensor Candidate Very limited
recommendations

Networking information Discontinued Very limited

API

Camera and Microphone | Device APIs and web Working drafts Limited but

streams real-time communications growing
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Ambient Light Sensor API

The Ambient Light Sensor API [49] senses the environment of the device to pro-
vide web applications with the measured luminosity in lux units. The values range
from O to 10,000 lux. Obviously an embedded Light Sensor is required.

Media Capture and Streams API

The Media Capture and Streams API (or GetUserMedia API) [50] offers to web
applications access to multimedia streams, such as video and audio, from local
devices (webcam or microphone) through a browser. It then capitalizes on the
HTMLS5 <video> and <audio> elements to play them back. In terms of user pri-
vacy, the Media Capture and Streams API behave similar to the Geolocation API.
Whenever an application attempts to access the local media devices the browser asks
the user for his permission. The revolutionary with this API is that access to the local
media devices takes place without any need for plugins installation.

Network Information API

The Network Information API [51] measures the available bandwidth and offers to
the developers the ability to accordingly adapt web media elements such as: images,
videos, audios and fonts, for better user experience with multimedia content.
Despite its obvious usefulness, work on this API has been discontinued by W3C.

WebSockets

The WebSocket protocol [52, 53], provides a bidirectional communication channel
using a single TCP connection. It has been designed for implementation in both
browsers and web-servers and its API has being standardized by the W3C. Web-
Socket connections are established over the regular TCP port 80, which ensures that
the system can run behind firewalls.

Web Audio API

Interactive applications, games, advanced music synthesis applications and visu-
alizations need a strong API without the limitations of <audio> tag. This API is the
Web Audio API [54, 55] which is a high-level versatile JavaScript API for con-
trolling, processing and synthesizing audio. It provides multiple functionalities such
as adding multiple audio sources, adding effect [56] and visualizes audio. The Web
Audio API is an HTMLS API which has direct access to the audio hardware and has
built around the concept of an audio context. An Audio context is a routed graph
which contains directed audio nodes from a source (audio file or microphone) to the
destination (speakers). Figure 3 Shows a simple Audio context where the source
and destination node are connected without any distribution between them.

1 Audio Context

k
I
i ) |
: [ Source —b[Destination] :
I I
] I

Fig. 3 Audio context
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3.2 Google Services

3.2.1 Google Maps and Google Maps API v3

Google Maps [57] is a web mapping service and technology for desktop and mobile
devices that provided by Google. The capabilities of the specific platform are
satellite imagery, street maps and street view perspectives. Google update the
database on a regular basis with images for street maps but it is not in real time.
Google Maps can easily be integrated into a third-party website via the Google
Maps API [58]. The API provides the developer with many tools like conclude a
marker in a map, add multiple maps or add virtual radius. Also, Google Map API
can intergrade with others Google services such as Google Geocoding API.

3.2.2 Google Geocoding API v3

Geocoding or forward geocoding is the procedure of translating addresses (e.g.
Delaporta, Heraklion 71409, Greece) into geographic coordinates (latitude
35.3191579 and longitude 25.1483078) [59, 60]. The opposite procedure of
translating geographic coordinates into an address (in a human readable-way) is
called reverse geocoding [61]. Figure 4 shows google geocoding API in action.
Google geocoding API v3 is included in google maps web services and implement
both geocoding and reverse geocoding process. The user can have access to Google
Geocoding API via an HTTP request. An API key is necessary to request the
service.

o Deelaporta Geocode

Aia Hpaxheio

Kpi
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Fig. 4 Geocoding services translate an address into geographic coordinates and display a marker
in a map
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Although Google geocoding API is a free web service; it is subject to two
limitations from a single IP address. The first limitation is referred to the maximum
number of requests per day (2500 geocode requests per 24 h). The second limitation
is referred to the maximum number of requests per second (5 geocode requests per
second).

3.2.3 Geo-fence

A geo-fence [62] is a virtual boundary around a real-world geographical area which
defines a point of interest. Geo-fence could be generated dynamically by giving the
capability to the end user to select a point of interest or static by predefined a set of
boundaries, like a field boundaries. With the dynamically capability the user can
mark the desired region and see the recovered information. It is usually used in
location-aware applications sending notifications to the users about a zone
violation.

3.3 Meteor Platform

Our platform has been set up on meteor web platform [63]. Meteor is a real-time
JavaScript web application framework which is written on top of Node.js and
concludes various packages like MongoDB and jQuery. Meteor consider as the
future of the web because it combine a full stack isomorphic system using the same
language (JavaScript) in both frontend and backend [64]. Also the same APIs can
be used for mobile applications along with Cordova. This means that you write your
code once and run everywhere. It customizes them to communicate seamlessly with
one another via Distributed Data Protocol and a built-in publish-subscribe pattern
[65]. The Distributed Data Protocol is a websocket-based protocol, allowing to the
user to deliver live updates as data changes. Meteor is designed to work most with
one database, MongoDB. MongoDB is a JSON-style, document-based NoSQL
database built for flexibility and scalability. The client side act with the same way as
the server side, having access to the database from Mongoose. Meteors customized
these packages into smart packages and offer to the developer great capabilities
such as: automatically real-time, database access from the client (mongoose),
latency compensation, doesn’t need to write Ajax and there is not any DOM
manipulation. Meteor allows us to easily create apps without having to worry about
the backend plumbing needed to set this all up. The web application runs both on
the client (browser’s JavaScript engine) and on the server (node.js). The result of all
this is a platform that manages to be very powerful and very simple by abstracting
away many of the usual hassles and difficulties of web app development. Figure 5
shows the Meteor environment and separates the components between server and
client. In the next sub-chapter we will analyze every component separately.



242 I. Vakintis and S. Panagiotakis

Meteor Architecture

DDP (Distributed Data Protocol)

Minimongo (Client-Side Cache)

oly ® &=

Fig. 5 Meteor architecture

3.4 JavaScript-Based Technologies

34.1 JSON

JSON or else JavaScript Object Notation [66] is a way to store information in an
organized, easy-to-access manner. The outcome of JSON is a human-readable file
with a structured manner. It is used to transmit data objects between a server and a
web application, as an alternative to XML. JSON has many similarities with XML,
like both are in plain text, are in a human readable format, use hierarchical dome
and can be fetched by an HttpRequest. On the other hand, JSON superior from
XML to: it doesn’t use end tag, is shorter, is quicker to read and write and can use
arrays. Also, the biggest difference is that XML has to be parsed with an XML
parser but JSON can be parsed via a standard JavaScript function.

34.2 BSON

BSON [67] is based on JSON objects and the “B” is referred to Binary data. It is a
data interchange format that is used mainly as data storage. MongoDB database use
BSON for data storage and network transfer. The main characteristics of BSON
object is that it is lightweight (keeping spatial overhead to a minimum), traversable
(design to travel easily) and efficient (very quick encoding and decoding) [68].
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3.43 GeoJSON

GeoJSON [69] is an open standard format for encoding a variety of geographic data
structures and is based to JavaScript Object Notation. It include points (therefore
addresses and locations), line strings (therefore streets, highways and bound-
aries), polygons (countries, provinces, tracts of land), and multi-part collections of
these types. The GeoJSON format differs from other GIS standards [70] in that it
was written and is maintained not by a formal standards organization, but by an
Internet working group of developers. Below is an example of a GeoJSON data
structure.

{
"type": "Feature",
"geometry": {
"type": "Point",
"coordinates": [125.6, 10.1]
T,
"properties": {
"name": "Dinagat Islands"
}
}

3.4.4 Ext JS Framework

Ext JS [71, 72] is a JavaScript application framework suitable for interactive web
applications. Ajax, DHTML and DOM scripting are some of the techniques that
Ext JS use to present graphics in web pages. Ext JS Charts are used to present data
visually, usually showing the relationship between different parts of the data. Ext JS
excels for master/detail form-heavy applications and no other HTML application
framework is going to come close to Ext JS from a feature perspective.

3.5 X3D and X3Dom

The World Wide Web Consortium (W3C) and the Web Hypertext Application
Technology Working Group (WHATWG) cooperated to include into the emerged
HTMLS specification an updated way for the presentation of 3D content in web
browsers. HTMLS5 [73, 74] through its canvas element enabled the presentation of
X3D graphics from web pages without requirement for any plugin. That is, all web
browsers compatible with WebGL can render interactive 3D graphics. Definitely,
the advent of HTMLY5 associated with other web technologies, such as X3Dom [75,
76], can convert web browsers to 3D friendly multi-platforms with lots of capa-
bilities. X3Dom is a proposed syntax model that translates X3D files to WebGL
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graphics. X3Dom is considered to be the state of the art technology for the visu-
alization of X3D graphics on the canvas of a web page.

4 Platform Architecture

In this chapter, we will discuss about the architecture of our crowdsensing platform.
Based to the bibliography it is the first platform that use HTML5 APIs to deliver
real-time sensor data to the users. Our platform is a modern, real time web appli-
cation system for gathering sensor data (e.g. noise intensity, luminous intensity and
connection type information) and display them in real-time. Apart from displaying
the client data, it analyzes them in the server side and offer them back to the
community. Visitor will be able to see the sensor data from a separate page. The
collected sensor data will be shown in a fully-interactive world map and in nice
informative, responsive charts. Also, it offers the data to the community via web
services APIL. The sensor data could then be used for further purposes such as for
making surveys, scientific researching or doing experiments. We will start by
naming its components and then will explain every component separately. We will
also cover the interconnection between components of the architecture. Figure 6
shows the architecture of the platform, which is based on the multi-tier paradigm
[77]. In software engineering, multi-tier or n-tier architecture is a client-server
architecture in which, the presentation, the application processing and the data
management are logically separated processes. The most usual “multi-tier archi-
tecture” is the three-tier architecture. The tiers can be called layers and it is not need
to be in physically different machines.
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Fig. 6 Middleware platform architecture
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4.1 Components

Our platform consists of 3 major components: The client component, which is
responsible for gathering the sensor data, the server component, which contains the
service logic of the platform, and the 3rd party component, which offers a variety of
services to end users. Finally, there is the database component which is responsible
for storing the sensor data.

4.1.1 Client Component

The client component is responsible for the implementation of the HTMLS5 APIs for
the communication with the device sensors, the storing of sensor data to the
database and their transfer to the server. The implementation of the client com-
ponent is based on the Meteor framework, which acts as an application server
between the other components. In particular, it undertakes to transfer the infor-
mation quickly and safely to the server via a distributed data protocol. Probably, the
most critical job for Meteor is the synchronization of the data in both client and
server side. The client component is the main source of sensor data in our archi-
tecture. The other source is provided by the noisetube API and is implemented at
server side. The main source of data is noise data provided by the microphone
device of clients by using the Web Audio API and exploiting getUserMedia() with
a gain node analyzer. Figure 7 shows the procedure of capturing the noise data.
Also, the application can collect luminosity data by the Ambient light sensor APIL.
The user can gather simultaneously data from both sensors, or switch between noise
and light sensor from a button switcher. There is a switcher checkbox which
enables or disables each of the APIs. Both sensor data are combined with location
information by Geolocation API. Except from the sensor data, the client side can
collect connection type information, such as under 2G, 3G or Wi-Fi connection, via
the Network information API. Ambient light sensor API and Network information
API are in experimental or draft stage currently and browser support is very limited.
Both APIs are supported only by mobile Firefox for Android and iOS.

Noise data capture

Web Audio API

getUserMedia ©=—=»  Analyzer |:‘L Decibel

Fig. 7 Noise data capture
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4.1.2 Server Component

The server component is responsible to store the semantic information from the
client side and to distribute it to various collections for visualization purposes. The
main server jobs are: Reverse geocoding, time aggregation and NoiseTube data
request. With reverse geocoding the server updates user data by translating coor-
dinates to country, locality and place information using Google services. Time
aggregation job is to manipulate and insert sensor data into collections in order to
achieve a spatiotemporal visualization in the third party’s page. Finally, there is the
NoiseTube data request job with which the server fetches data from the
NoiseTube API to create more crowd-full visualization charts.

4.1.3 3rd Party Component

The 3rd party component, similar to the client component, is built upon the Meteor
framework. Me