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Series Foreword

The world does not lack for management ideas. Thousands of researchers, 

practitioners, and other experts produce tens of thousands of articles, 

books, papers, posts, and podcasts each year. But only a scant few promise 

to truly move the needle on practice, and fewer still dare to reach into 

the future of what management will become. It is this rare breed of 

idea — meaningful to practice, grounded in evidence, and built for the 

future — that we seek to present in this series.

Paul Michelman

Editor in chief

MIT Sloan Management Review





Preface

I’ve been interested in artificial intelligence for a long time. In 1986, 

for example, I was head of a technology management research center 

called PRISM (Partnership for Research in Information Systems Man-

agement). Working closely with the late MIT professor and business 

reengineering guru Michael Hammer, we researched a variety of topics 

that year, but I was particularly excited about one. Called “Expert Systems: 

Prospects and Early Development,” it addressed the fast-growing area of 

artificial intelligence (AI) — the precursor term for what is often called 

“cognitive technologies.” Expert systems were the AI technology that 

most excited businesses at the time.

PRISM had fifty or so large corporate sponsors, and many of them had 

expert system pilots. The technology seemed ready for prime time. All 

around the Kendall Square neighborhood of Cambridge, Massachusetts, 

where I worked, the excitement about AI was palpable. My company, 

Index Systems, was primarily a consulting firm, but we had just spun off 

a startup, Applied Expert Systems (Apex), to develop an expert system 

for financial planning. Next door, MIT started the Computer Science and 

AI Lab (CSAIL), which continues today. Just down the street from my 

office was the headquarters of Symbolics, the leading company that built 

dedicated Lisp (a programming language well suited to AI applications) 

machines. As something of an aside, I remember reading on March 15, 

1985, that Symbolics had just registered the first internet domain name — ​

Symbolics​.com.

Over the decades I remained interested in the technologies and how 

companies were using them. During the 1990s and early 2000s I was 
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primarily working on knowledge management and analytics (starting 

in the late 1990s), and AI was in one of its several “winters” of low 

commercial enthusiasm. However, I was still very interested in how 

AI was being used in business. Rule engines were still the dominant 

technology in that era, and some companies — including Accenture, 

where I ran a research center — were making money from building and 

using them. My then-Accenture colleague Jeanne Harris and I set out 

to study them. Our resulting 2005 article “Automated Decision Making 

Comes of Age” described the companies, many of them in the financial 

services industry, that were getting substantial value from the technol-

ogy. But this article didn’t lead to a winter snap; of all my publications, 

according to Google Scholar it is the eighty-sixth most often cited, with 

only ninety-nine brave souls mentioning it in print!

Since most of my work over the past decade or two involves analytics 

and big data, I tried to follow that movement wherever it led. And over 

the past two or three years it has been clear that it is leading to AI. I’ll 

argue throughout this book that AI is a largely analytical technology, 

and that for most organizations working with it AI is a straightforward 

extension of what they do with data and analytics.

I would normally have written this book on enterprise uses of AI/

cognitive a couple of years ago. The enterprise is usually my focus when 

a new set of technologies emerges; I wrote books on that with enterprise 

resource planning (ERP) systems, knowledge management, analytics, and 

big data. But a couple of years ago there weren’t very many large enter-

prises that were making effective use of this technology. I wrote another 

book (with Julia Kirby) on what AI means for workers and their jobs, and 

by the time that one came out in 2016, enterprises were increasingly 

jumping on the bandwagon. The world is clearly ready for a book that 

charts the path of artificial intelligence and cognitive technologies in 

mainstream businesses. What follows is my attempt at such a book.



1  Artificial Intelligence Comes of Age — Slowly

Perhaps it was the success of IBM’s Watson in beating — actually, 

decimating — the best human players of the television game Jeopardy! 

in January 2011 that encouraged other organizations to take on highly 

ambitious “moon shots” with artificial intelligence (AI). After they saw an 

AI system dominate a game show with difficult and oddly worded ques-

tions and answers, people may have begun to believe that AI could take 

on any problem — even curing cancer.

In March 2012 IBM agreed with Memorial Sloan Kettering Cancer 

Center in New York to jointly develop the Watson Oncology Advisor to 

help physicians diagnose and treat cancer. The hospital was somewhat 

reserved about the collaboration; a press release at the time promised 

no miracles:

Memorial Sloan Kettering Cancer Center and IBM announced the formation of 

a collaboration to develop a powerful cancer resource, built on the IBM Watson 

system, to provide medical professionals with improved access to current and 

comprehensive cancer data and practices. The new decision-support tool will 

help physicians everywhere create individualized cancer diagnostic and treat-

ment recommendations for their patients.1

Not to be outdone by its traditional rival, M.D. Anderson Cancer 

Center in Houston announced in October 2013 that it had contracted 

with IBM a year earlier to assist in the development of the Oncology 

Expert Advisor (OEA), with Watson as the underlying technology. The 

project was designated one of M.D. Anderson’s Moon Shot Program 

projects, with strong support from the hospital’s CEO.

Only a month after the project was announced, an M.D. Anderson 

blog post suggested that the project to address cancer — leukemia in 
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particular — was virtually solved. It contained an interview with a leu-

kemia researcher at the hospital, who commented:

The OEA enables us to provide better, more personalized care through accurate 

and evidence-based treatment recommendations based upon a specific patient’s 

characteristics as well as his or her leukemia-specific characteristics. The OEA 

also can help doctors identify the best cancer treatment for a particular patient 

by identifying both the standard treatment options and clinical trials for which 

a patient is eligible. … Additionally, by following a patient over time along with 

the physician, the OEA helps minimize potential adverse events and optimize 

management of the patient’s care at all times.2

M.D. Anderson received a $50 million donation from an Asian billion-

aire to pay for the project, and hired a consultant to help implement the 

system. Progress wasn’t immediate, and press accounts with quotes from 

M.D. Anderson personnel equated the project as “sending Watson to med 

school.” One worrisome story in the Wall Street Journal quoted the head 

of the Watson business unit at the time as saying that the M.D. Anderson 

project was “in a ditch” in 2013.3 But other press accounts remained posi-

tive, like this article in the Washington Post:

Candida Vitale and the other fellows at MD Anderson’s leukemia treatment cen-

ter had known one another for only a few months, but they already were very 

tight. The nine of them shared a small office and were always hanging out on 

weekends. … But she wasn’t quite sure what to make of the new guy, … Rumor 

had it that he had finished med school in two years and had a photographic 

memory of thousands of journal articles and relevant clinical trials. When the 

fellows were asked to summarize patients’ records for the senior faculty in the 

mornings, he always seemed to have the best answers. … “I was surprised,” said 

Vitale, a 31-year-old who received her MD in Italy. “Even if you work all night, 

it would be impossible to be able to put this much information together like 

that.” … The new guy’s name was a mouthful, so many of his colleagues simply 

called him by his nickname: Watson.4

In November of 2016, however, the University of Texas System (of 

which M.D. Anderson is a part) Audit Office revealed that the Houston-​

based hospital had a problem. It released a bombshell report: “Special 

Review of Procurement Procedures Related to the M.D. Anderson Can-

cer Center Oncology Expert Advisor Project.” The audit reported that 

the OEA had cost $62 million thus far, that it had not been used to treat 
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a single patient, that it was not at all integrated with the hospital’s elec-

tronic medical record system, and that poor project management and 

accounting approaches had been used on the project. The OEA project 

was put on indefinite hold; in effect, Watson had taken a leave from med 

school without ever seeing a sick patient. The project leader had already 

left for another job in the UT System in 2015. A few months after the 

auditor’s report, the CEO submitted his resignation.

Throughout much of the time the OEA project was underway, how-

ever, in another corner of M.D. Anderson other AI projects were also 

being pursued. Under the leadership of Chief Information Officer Chris 

Belmont (whose IT organization, as the audit report pointed out, was not 

substantially involved in the OEA project), these AI initiatives were much 

less ambitious and expensive. They included a “care concierge” that 

makes hotel and restaurant recommendations for patients’ families, an 

application to determine which patients most needed help paying bills, 

and an automated “cognitive help desk” for addressing staff IT problems. 

The recommendations are being integrated into the hospital’s patient 

portal, and a variety of new cognitive projects are being developed. The 

new systems have contributed to an increase in patient satisfaction and 

financial performance at the hospital, and a decline in tedious data entry 

by the hospital’s care managers. Despite the setback on the cancer treat-

ment moon shot, M.D. Anderson is committed to cognitive technology 

and is developing a center of competency to address it.

M.D. Anderson also hasn’t given up on the use of AI for cancer diag-

nosis and treatment. Another moon shot program is called APOLLO 

(Adaptive Patient-Oriented Longitudinal Learning and Optimization), 

and uses machine learning to generate detailed predictive models of how 

patients with different genomic profiles and medical histories respond 

to cancer treatments.5 Although the project uses (or suffers from) similar 

ambitious space terminology used to describe the Oncology Expert Advi-

sor, it relies on machine learning methods that have been well estab-

lished for decades, and is similar to projects taking place at a number of 

other cancer research centers.

DBS Bank, based in Singapore, is the largest bank in Southeast Asia 

and is a leader in using technology to enhance service and operations. 
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Its name was once satirized as meaning “damn bloody slow,” but DBS 

was named the best digital bank in the world by Euromoney magazine in 

2016. AI has been a focus of the bank for several years. It was one of the 

earliest commercial organizations to contract with IBM to develop an AI 

application. The goal of the application, announced in January 2014, was 

to produce an intelligent “robo-advisor” that would advise DBS clients 

on wealth management and investment opportunities. Other financial 

institutions have robo-advisors, but they tend to lack a high degree of 

intelligence in their recommendations.

DBS wanted a system that could digest a variety of inputs — research 

reports, company news, indicators of market sentiment, and the 

customer’s existing portfolio — and then make recommendations to the 

bank’s relationship managers and their customers. But David Gledhill, 

the chief information officer of DBS, commented that the technology 

wasn’t quite ready for this ambitious problem:

We were very early on, and at the time the Watson technology wasn’t that mature. 

It wasn’t production-ready to be the well-rounded next-generation wealth advisor 

that that both DBS and IBM planned for it to be: We were way ahead of the curve 

when we embarked on this project. In hindsight, the technology was not mature 

enough. It wasn’t production-ready for many of our use cases. Part of the problem 

was that the software wasn’t able to make sense of the myriad of charts and graphs 

that we needed it to. Furthermore, the bank’s research reports also came in many  

different formats, making it difficult for Watson to analyze the data without a lot 

of human intervention. So while we developed a robo-advisor pilot, it wasn’t half 

as effective or productive as the average relationship manager. And so, we took the 

learnings and stopped the project pretty early in the cycle.

Gledhill and his colleagues continue to assess new technologies that 

might be capable of addressing the intelligent robo-advisor use case, 

although they haven’t found anything yet. But their faith in the value 

of AI is undiminished. They have focused their attention on important 

but somewhat less ambitious problems in their business for which cog-

nitive technologies can provide significant improvements.

The AI projects that DBS has undertaken cover a wide variety of 

areas, but most address operational processes. For example, the bank 

uses machine learning models to predict when ATM machines need to 

be refilled with cash. Instead of running out once every three months 
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on average, the average is now once in fifty-five years, and replenish-

ment trips have been reduced by over 10 percent.

In human resources, DBS is predicting churn of its salespeople. Using 

factors like timing of holidays and medical leaves taken, and even how 

quickly employees answer emails — factors identified with machine 

learning models — it can now predict with 85 percent accuracy whether 

someone will leave within three months.

The bank is also using AI to detect fraud in trading, for algorithm-

based lending models, for chatbots in customer service, and several other 

uses. AI plays a particularly large role in DBS’s “digibank” in India — a 

digital-only bank with 90 percent fewer people than a traditional bank. 

Throughout the entire bank, AI-based customer interactions are reduc-

ing the volume of calls made to the call center by 15 percent.

Gledhill commented on the change in AI focus for DBS:

The initial robo-advisor was our most ambitious project, and it didn’t go as 

planned because we were expecting something way ahead of our time. But we 

learned from that first project and didn’t back away from AI at all. We are “pick-

ing low hanging fruit” by using AI to optimize business processes across the 

bank and are seeing huge amounts of success with it. These projects are less 

ambitious individually, but are transformative in their aggregate as they contrib-

ute to lowering operating expenses, increasing employee productivity, reducing 

error rates, and increasing speed-to-market. Our primary goal is not to reduce 

headcount, but to create a much better experience for the customer, and go 

beyond transactional banking to relationship banking. We are looking to grow 

our revenue and our business while maintaining a reasonable cost-income ratio.

The most aggressive users of artificial intelligence — both in their 

products and their internal processes — have been tech companies like 

Amazon​.com. That fast-growing firm claims that it has been “investing 

deeply” in AI for over twenty years — almost its entire history.6 AI and 

machine learning technologies are at the core of Amazon’s successful 

voice recognition products, Echo/Alexa. And Amazon has some highly 

visible and potentially transformational applications of AI in its busi-

ness model, including its delivery by drones project Prime Air, and fully 

automated checkout at Amazon Go convenience stores.

These projects face significant technical, behavioral, and regulatory 

challenges, and are not fully launched. However, Amazon seems likely to 
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at least partially accomplish some of these moon shots (I recently visited 

the Amazon Go store in Seattle, and the automated checkout system 

seems to work quite well — although the store still has several employees). 

Few companies would seem to have more capabilities than Amazon to 

pull them off. The company has many AI algorithms — both open source 

and proprietary — that it offers to customers, and uses itself, on Amazon 

Web Services. No one seems to know exactly how many data scientists 

work at the company, but at the moment 505 job openings can be found 

in that category at Amazon. The company’s own recruiting website lists 

171 open jobs in artificial intelligence. Both numbers are far more than 

most companies employ or could even imagine hiring.7 If anyone could 

create ambitious, complex, and highly visible cognitive technologies for 

internal and external use, it would seem to be this organization.

However, in his 2017 letter to shareholders of Amazon​.com, Jeff Bezos 

argued that the primary impact of AI (or machine learning in particular) 

at the company would be important but invisible:

But much of what we do with machine learning happens beneath the surface. 

Machine learning drives our algorithms for demand forecasting, product search 

ranking, product and deals recommendations, merchandising placements, 

fraud detection, translations, and much more. Though less visible, much of 

the impact of machine learning will be of this type — quietly but meaningfully 

improving core operations.8

Get Cognitive Slow

Despite several decades of “AI winters” and “AI springs” where research 

into AI fell out of favor and was then revitalized, AI is all the rage today. 

Large organizations like M.D. Anderson, DBS, and Amazon are embrac-

ing it. Tech startups in Silicon Valley and elsewhere, and professional 

services firms all see AI as the next — or even the current — big thing. 

Venture capital firms are pouring money into the field. Media attention 

and hype is higher than ever for the technology.

I certainly agree that some of this excitement is warranted. When 

AI technology is up to the task, and when the problem isn’t exceed-

ingly difficult and complex — like curing cancer, capturing all of a large 
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bank’s knowledge about investing, or managing a fleet of drones without 

human pilots — it can succeed and yield significant benefits. But artificial 

intelligence isn’t going to transform the work of organizations — or the 

lives of individuals — as fast as many people seem to expect. It will be 

one of the many technologies that comply with Amara’s Law (named 

after the scientist and futurist Roy Amara):

We tend to overestimate the effect of a technology in the short run and under-

estimate the effect in the long run.9

In the short run, AI will provide evolutionary benefits; in the long 

run, it is likely to be revolutionary.

AI does offer a lot of business value, but much of that value isn’t terri-

bly sexy or visible. Products and processes will be made somewhat better 

and easier to use. Decisions will be better informed. We’ll continue — and 

perhaps even accelerate a bit — the amazing progress that we’ve seen 

over the last couple of decades in data and analytics. But as all of the 

early adopters have discovered, it’s still difficult to create systems that 

think and communicate like humans — even in narrow domains. This 

is particularly true with AI technologies that are relatively new and 

complex, as IBM Watson was when M.D. Anderson and DBS tried to 

apply it.

While there are clearly many sources of potential business value 

from AI, there is a valid question of just how visible AI and its benefits 

will be in organizations. The technology could lead to dramatic trans-

formation in a series of moon shots, or it could be important but largely 

invisible. I think the latter future is somewhat more likely. Remember 

that real moon shots were preceded by a number of less ambitious space 

flights. Back in 2014, the technology prognosticator Kevin Kelly wrote 

that the AI he foresees is more like a kind of “cheap, reliable, industrial-

grade digital smartness running behind everything, and almost invis-

ible except when it blinks off.” Kelly compared AI to electricity, arguing 

that, “There is almost nothing we can think of that cannot be made 

new, different, or interesting by infusing it with some extra IQ. … Like 

all utilities, AI will be supremely boring, even as it transforms the Inter-

net, the global economy, and civilization.”10
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As at Amazon, there may be opportunities for capable organizations to 

develop prominent and highly ambitious applications. But they are likely 

to be few and far between, and the chances of them missing the moon are 

relatively high. However, more prosaic opportunities are plenty valu-

able to make cognitive technologies worth pursuing.

There should be no doubt that AI is worth the attention of busi-

nesses, but they need to experiment with the technology and build 

enough experience to use it effectively. Some early projects have already 

failed or encountered substantial difficulties because neither the tech-

nologies nor the organizations using them were quite ready. Just as the 

smartest investors “get rich slow,” companies will need to become more 

cognitive slowly over time. The businesses and organizations that suc-

ceed with AI will be those that invest steadily, rise above the hype, make 

a good match between their business problems and the capabilities of 

AI, and take the long view. This book describes how companies can take 

that approach.

However, I’ll also argue that it is dangerous to do nothing in this area, 

or to move too slowly. I speak with large, established firms almost every 

day that have realized the power of this technology. Later on I’ll men-

tion substantial majorities of surveyed managers in these established 

firms who believe that cognitive technologies will transform both their 

internal processes and their products and services. Those companies 

and managers are likely to be your competitors, and it would be foolish 

not to begin building AI capabilities today.

The other major threat, of course, is disruptive startups. As I’ve already 

suggested, the most aggressive adopters of AI have been online “digital 

native” firms like Google, Amazon, and Facebook. We’ve already seen 

how these data-driven firms have entered a variety of industries and 

challenged established leaders. Google, for example, has used its exten-

sive mapping data and its prowess at AI to become a strong competitor 

in the autonomous vehicle industry.

We’re also likely to see numerous startups in particular industry 

sectors that focus on AI as a core component of their business models. 

Take, for example, the property and casualty (P&C) insurance indus-

try, with many established U.S. firms like State Farm, Allstate, Geico, 
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Progressive, and others. Some of those firms, like Progressive, were 

strong in traditional data analytics, but it’s not clear that any of them 

has taken a very aggressive approach to incorporating AI into their 

businesses.

But those established firms are being disrupted by startups like Lem-

onade, a New York–based startup that has put AI at the center of its 

business. As its CEO and cofounder Daniel Schreiber wrote in a blog post:

In recent years the insurance industry has paid close attention to insurance-

tech-startups. They take note of how being digital transforms the user expe-

rience, appeals to younger consumers, and removes costs, while expediting 

everything. That’s all true, but it is only Act 1. … While everyone is bedazzled by 

the tech of Act 1, these delightful apps are generating mountains of data. These 

will soon reach the billions of entries that machines go to town on, and that’s 

when Act 2 will begin. … Act 1 showcases the power of technology to transform 

any business by reducing costs, increasing speed, and delighting consumers. 

But when Act 2 begins, we will see the power of AI to transform insurance 

in a uniquely powerful way. It will go beyond thrilling customers and driving 

efficiencies, to being able to quantify risk like never before. That day is nigh.11

Of course, established firms in P&C insurance are responding to this 

competitive threat. Sompo Holdings, a large insurance firm based in Japan 

(where I am an advisor), is pursuing AI across multiple fronts (although 

startups like Lemonade are currently less of a threat in Japan). It was an 

early experimenter with IBM Watson’s intelligent agent application for 

customer service. It is generating predictive models with automated 

machine learning. It is using AI to extract key data from requests for busi-

ness insurance, and modeling weather data with machine learning. Som-

po’s CEO, Kengo Sakurada, and its chief digital officer, Koichi Narasaki, are 

well aware of the power of AI to change their business and are determined 

to explore the technology aggressively.

What Do We Mean by AI/Cognitive Technologies?

Broadly speaking, AI or cognitive technologies employ such capabilities — ​

previously possessed only by humans — as knowledge, insight, and per-

ception to solve narrowly defined (with the current state of technology) 

tasks. The tasks are those that can usually be accomplished quickly by 
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humans — identifying an image or interpreting the meaning of a sen-

tence. Befitting the “cognitive” label, these tasks could once be per-

formed only by human brains. Few today would debate this high-level 

definition, although there is certainly debate about how close AI comes 

to duplicating brain structures and functions (my view is not very close 

thus far).

It’s important to realize, however, that there is considerable ambigu-

ity in the day-to-day application of the terms artificial intelligence or cog-

nitive technologies. Some observers include highly statistical approaches 

like machine learning, even though machine learning often has more 

to do with traditional analytics than with other forms of AI. Some who 

do think of machine learning as artificially intelligent even prefer it as 

a general term over AI. Some include in AI robotic process automation 

(RPA) technology, which at least up to now hasn’t been terribly intel-

ligent. I will take a relatively inclusive approach to the topic, in part 

because the world seems to want a broad interpretation of the AI term, 

and also because all of the candidate technologies are becoming more 

intelligent over time.

As this discussion suggests, another complicating factor in the enter-

prise use of AI is that there are several different underlying technolo-

gies that comprise the topic. And for most of the technologies, there are 

several alternative functions they can perform. The combinations of tech-

nologies and functions are sufficiently complex that one AI researcher, 

Kris Hammond, has proposed a “periodic table” of AI.12 Below is a table 

of seven key technologies, a brief description of each, and some typical 

functions or applications they can perform.

I will also describe how common each technology is in the world of 

business AI. I work with many different companies and am primarily 

a business school professor, but I am also a senior advisor to Deloitte’s 

strategy and analytics practice, which incorporates consulting work in 

AI. In that role I helped to develop and analyze a 2017 survey of 250 

senior “cognitive aware” managers in the United States — those whose 

organizations are actively using the technology and who understand 

its application and use. One of the questions asked what technologies 

were being used at the respondents’ companies.
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Below the table is a deeper description of each technology and its 

functionality.

Technology Brief Description Example Applications

Statistical 
machine learning

Automates process of training 
and fitting models to data

Highly granular marketing 
analyses on big data

Neural networks Uses artificial “neurons” to 
weight inputs and relate them 
to outputs

Identifying credit fraud, 
weather prediction

Deep learning Neural networks with many 
layers of variables or features

Image and voice recognition, 
extracting meaning from text

Natural language 
processing

Analyzes and “understands” 
human speech and text

Speech recognition, chatbots, 
intelligent agents

Rule-based expert 
systems

A set of logical rules derived 
from human experts

Insurance underwriting, credit 
approval

Physical robots Automates a physical activity Factory and warehouse tasks

Robotic process 
automation

Automates structured digital 
tasks and interfaces with 
systems

Credit card replacement, vali-
dating online credentials

Statistical Machine Learning

Machine learning is a technique for automatically fitting models to data 

and to “learn” by training models with data. Machine learning is one of 

the most common forms of AI; in a 2017 Deloitte survey of 250 “cogni-

tive aware” managers whose organizations were already pursuing AI, 58 

percent of companies surveyed were employing machine learning in 

their businesses. It is a broad technique at the core of many approaches 

to artificial intelligence, and there are many versions of it. The explo-

sion of data within and outside firms — and particularly these exter-

nal data — has made it both feasible and necessary for them to adopt 

machine learning to make sense of it all.

A more complex form of machine learning is the neural network — a 

technology that has been available since the 1960s and has been used 

for categorization applications like determining whether a credit trans-

action is fraudulent. It views problems in terms of inputs, outputs, and 

weights of variables or “features” that associate inputs with outputs. It has 

been likened to the way that neurons process signals, but the analogy to 

the brain isn’t a strong one.
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The most complex forms of machine learning involve deep learning, 

or neural network models with many levels of features or variables that 

predict outcomes. There may be thousands of features in such models, 

which is enabled by the faster processing of today’s computer architec-

tures. Unlike earlier forms of statistical analysis, each feature in a deep 

learning model typically has little meaning to a human observer. As 

a result the models are very difficult or impossible to interpret. In the 

Deloitte survey, 34 percent were using deep learning technologies.

Deep learning models use a technique called backpropogation to make 

the models predict or classify outputs.13 Deep learning using back

propogation is the AI technology that has been responsible for many of 

the most recent advances in the field, from beating human experts at 

the game of Go to classifying images on the internet. Geoffrey Hinton 

of the University of Toronto and Google is often called the father of 

deep learning, in part because of his early work on backpropogation.

Machine learning employs more than a hundred possible algorithms, 

most of them somewhat esoteric. They range from gradient boosting (an 

approach that builds models that addresses errors of previous models, 

thus boosting the predictive or classification ability) to random forests 

(models that are collections of decision tree models). Increasingly soft-

ware tools (including DataRobot, SAS, and Google’s AutoML) allow 

the automated construction of machine learning models that tries out 

many different algorithms to see which is most successful.14 Once the 

best model is found to predict or classify the training data, it is deployed 

to predict or classify new data — sometimes called a scoring process.

In addition to the algorithm used, another key dimension of machine 

learning is how the models learn. Supervised learning models (by far 

the most common type used in business) learn from a set of training 

data with a labeled outcome. For example, a machine learning model 

attempting to predict fraud in a bank would need to be trained on a 

system in which fraud has been clearly established in some cases. This 

isn’t easy to do, because the frequency of actual fraud might be only 1 

in 100,000 cases — sometimes referred to as a class imbalance.

Supervised learning is very similar to a traditional analytical method 

like regression analysis that is deployed in a scoring model. In regression 
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analysis, the objective is to create a model to predict a known outcome 

using a set of input variables with known values that might be associated 

with that outcome. Once a model has been developed, it can be used 

with known values of the same input variables to predict an unknown 

outcome. For example, we might develop a regression model to predict 

the likelihood of contracting diabetes given a patient’s age, physical 

activity level, caloric consumption, and body mass index. We develop 

the model on patients whom we already know did develop diabetes or 

did not — normally using all the available data to develop the regression 

model. Once we have found a good predictive regression model, we can 

use it in a new set of data to predict an unknown outcome — the likeli-

hood that a patient will develop diabetes given certain levels of the input 

variables. This latter activity (in both regression analysis and machine 

learning) is called scoring.

This regression process is the same as supervised machine learning 

except that:

•  In machine learning, the data used for the development (training) of 

the model are called training data, and may be a subset of the data held 

out explicitly for training purposes;

•  In machine learning, the training model is often validated using 

another subset of the data for which the outcome to be predicted is 

known;

•  In regression, there may not be a desire to use a model to predict 

unknown outcomes, whereas that is assumed in machine learning;

•  Many different algorithm types may be used in machine learning 

instead of just simple regression analysis.

Unsupervised models, which are usually more difficult to develop, 

detect patterns in data that aren’t labeled and for which the result isn’t 

known. A third variation, reinforcement learning, is when machine learn-

ing systems have a defined goal and each move toward it yields a form 

of reward. It has been very useful in playing games, but also requires a 

lot of data — in many cases, too much data for the method to be use-

ful.15 It’s important to point out that supervised machine learning mod-

els don’t generally learn continuously; they learn from a set of training 
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data, and then they continue to use the same model unless a new set of 

training data is employed to teach new models.

Machine learning models are based on statistics, and they should 

be compared to conventional analytics to establish their incremental 

value. They tend to be more accurate than traditional “artisanal” ana-

lytical models based on human hypotheses and regression analysis, but 

more complex and difficult to interpret. Automated machine learn-

ing models can be created much more quickly and can describe more 

detailed datasets than traditional statistical analysis. Given the requisite 

amount of data from which to learn, deep learning models are very 

good at tasks like image and voice recognition — far better than earlier 

automated approaches to these tasks, and approaching or exceeding 

human capabilities in some areas.

Natural Language Processing (NLP)

Making sense of human language has been a goal of AI researchers since 

the 1950s. This field, called natural language processing, includes applica-

tions such as speech recognition, text analysis, translation, generation, 

and other goals related to language. Fifty-three percent of companies 

in the “cognitive aware” survey were using NLP. There are two basic 

approaches to it: statistical vs. semantic NLP. Statistical NLP is based on 

machine learning and appears to be improving its capabilities faster 

than semantic NLP. It requires a large “corpus” or body of language from 

which to learn. In translation, for example, it requires a large body of 

translated texts and through statistical analysis comes to learn that amor 

in Spanish and Portuguese is highly correlated statistically with the word 

love in English. It’s a “brute force” but often quite effective approach.

Semantic NLP was the only real option pursued until the past decade 

or so, and it can be moderately effective if words, syntax, and concept 

relationships are trained into the system effectively. The training and 

knowledge engineering of language — often referred to as creating a knowl-

edge graph within a particular domain — can be labor-intensive and 

time-consuming, however. It requires the development of ontologies, 

or models of the relationships between words and phrases. Although 
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it is difficult to create semantic NLP models, several intelligent agent 

systems make use of that approach today.

The performance of NLP systems should be measured in two ways. 

One is the percentage of spoken words of which it can make sense. That 

metric is increasing with deep learning technology and is often above 

95 percent. The other way to measure NLP is how many different types 

of questions it can answer or issues it can address. That typically requires 

semantic NLP, and since there is no big technical breakthrough in that 

area, question-answering or issue-resolving systems are context specific 

and must be trained. IBM Watson did a great job of answering Jeopardy! 

questions, but it can’t answer Wheel of Fortune questions unless it is 

trained — often in a labor-intensive fashion. Perhaps in the future deep 

learning will be applied to question answering, but it hasn’t been yet.

Rule-Based Expert Systems

Expert systems based on collections of if-then rules were the dominant 

technology for AI in the 1980s, and were widely used commercially in 

that and later periods. Today they aren’t generally considered to be state-

of-the-art, but according to the 2017 Deloitte “cognitive aware” survey, 

49 percent of U.S. companies that work with AI are still using them.

Expert systems require human experts and knowledge engineers to 

construct a series of rules in a particular knowledge domain. They have 

been commonly employed, for example, in insurance underwriting 

and bank credit underwriting — but also in esoteric domains like coffee 

roasting at Folgers, or soup cooking at Campbell’s. They work well up to 

a point, and are easy to understand. However, when the number of rules 

is large (usually over several hundred) and the rules begin to conflict 

with each other, they tend to break down. And if the knowledge domain 

changes, changing the rules can be difficult and time-consuming.

Rule-based systems haven’t improved much since their earlier hey-

day, but industries like insurance and banking that make a lot of use of 

them are hoping for a new generation of rule-based technology to come 

along. Researchers and vendors are beginning to discuss “adaptive rule 

engines” that would modify rules continuously based on new data, or 
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combinations of rule engines and machine learning — but they are cer-

tainly not yet in wide use.

Physical Robots

Physical robots are well known by this point, given that more than 

200,000 industrial robots are installed each year around the world. 

Thirty-two percent of companies in the U.S. “cognitive aware” survey 

were using physical robots in some capacity. They perform tasks like lift-

ing, repositioning, welding, or assembling objects in places like factories 

and warehouses. They have historically been guided by detailed com-

puter programs that allowed them to do particular tasks. More recently, 

however, robots have become more collaborative with humans and are 

more easily trained by moving them through a desired task. They are also 

becoming more intelligent, as other AI capabilities are being embedded 

in their “brains” (really their operating systems). Over time it seems likely 

that the same improvements in intelligence that we’ve seen in other 

areas of AI would be incorporated into physical robots.

Robotic Process Automation (RPA)

This technology performs structured digital tasks — that is, those involving 

information systems — as if they were a human user following a script or 

rules. There is justifiable debate about whether RPA belongs in a collection 

of AI/cognitive technologies, because it’s not terribly smart. But because 

RPA systems are popular, automated, and getting smarter, I include them 

in the AI world. Some refer to them as “digital labor,” and compared to 

other forms of AI they are inexpensive, easy to program, and transparent 

in their actions. If you can point and click, understand graphical models 

of process flows, and identify some if/then business rules, you can under-

stand and perhaps even develop RPA. These systems are also much easier 

to configure and implement than alternative approaches like developing 

your own programs in a programming language.

RPA doesn’t really involve robots — only computer programs on 

servers. It relies on a combination of workflow, business rules, and 

“presentation layer” integration with information systems to act like a 
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semi-intelligent user of the systems. Some compare RPA to spreadsheet 

macros, but I don’t think this is a fair comparison; RPA can perform 

substantially more complex tasks. It is also compared to business pro-

cess management (BPM) tools, which may have some workflow capa-

bilities but are generally designed to document and analyze a business 

process, not actually automate it.16

Some RPA systems already have a degree of intelligence. They can 

“observe” human colleagues doing their work — answering frequent 

customer questions, for example — and then emulate their actions. Oth-

ers can combine process automation with machine vision. Like physical 

robots, RPA systems are slowly becoming more intelligent, and other 

types of AI technologies are being used to guide their behavior.

I’ve described these technologies as individual ones, but increasingly 

they are being combined and integrated. For the moment, however, 

it’s very important for a business decision maker to know something 

about what technologies do what kinds of tasks. Krishna Nathan, CIO 

of Global Inc., notes that one of his key priorities in 2018 is “helping 

my stakeholders understand what AI can and cannot do so we can use 

it in the right ways.”17 Perhaps in the future these technologies will be 

so intermingled that such an understanding won’t be as necessary or 

even feasible.

AI in the Vendor Community

My focus in this book is the use of cognitive technologies by large enter

prises in businesses like financial services, manufacturing, and tele

communications. But much of the work being undertaken by large 

commercial enterprises has been made possible by research and product 

development at many of the same places where big data technologies 

(such as Hadoop, Pig, and Hive) had been developed in the 2000s. Google, 

Facebook, and to a lesser degree Yahoo all had substantial AI efforts under-

way in this period. These companies had massive amounts of data to ana-

lyze, enormous amounts of money to spend (at least in the case of Google 

and Facebook), and great connections with academic researchers.
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Google

Google has been, perhaps not surprisingly, the most active developer 

and user of AI among the Internet giants — and perhaps all companies 

in the world. The company, working with Stanford professor Andrew 

Ng, began to research AI (deep learning in particular) in its Google X 

research labs in 2011. The project came to be known as Google Brain. 

The method of choice was deep learning, which was used for image 

recognition, among other tasks. By 2012 the group had conquered one 

of the most pressing problems of humankind: how to get a machine to 

identify a photo of a cat on the internet.

The next year, Google hired Geoffrey Hinton, the University of 

Toronto researcher who had helped to revive neural networks. In 2014 

Google bought DeepMind, a London-based firm with deep expertise in 

deep learning. The group’s tools were used to help AlphaGo, Google’s 

machine that plays the ancient game Go, beat one of the world’s best 

human players. In 2016, the Google Brain organization helped Google 

make a major improvement in the ability of Google Translate to do accu-

rate translations. By that year Google, or its parent company Alphabet, 

was employing machine learning in over 2,700 different projects across 

the company, including search algorithms (RankBrain), self-driving 

cars (now in the Alphabet subsidiary Waymo), and medical diagnos-

tics (in the Calico subsidiary).18 In the Silicon Valley tradition, Google 

also made its TensorFlow machine learning library available for free in 

2015 as an open source project, and it has become popular among more 

sophisticated companies that use AI.

Facebook

Facebook may not have been quite as successful as Google in incorpo-

rating cognitive technologies into its products and processes, but it has 

done pretty well. Their equivalent of smart guys Andrew Ng and Geoff 

Hinton is Yann Lecun, who heads the company’s AI research and 

doubles as an NYU professor. Lecun focuses particularly on image recog-

nition, and that’s been a key area of focus for Facebook. The company 

has an image recognition application called Lumos that analyzes photos 

on Facebook or Instagram, and offers the user personalized ads on the 
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basis of their content. Lumos also helps to identify banned pornographic 

or violent content (although numerous humans are still involved in this 

activity as well), improper use of brands and logos, or terrorism-related 

content.

But as I’ll discuss in detail in chapter 7, Facebook has struggled with 

some forms of cognitive technology. It has attempted to use it to iden-

tify important and relevant news items to present to customers (Face-

book Trending Topics), but the automated process found it difficult to 

distinguish real from fake news. More recently, Russian hackers were 

able to place deliberately false news on Facebook without detection by 

automated filters. Automated ad targeting at Facebook has also been 

blamed for ads targeting racists.19 In all three cases, Facebook has had to 

add additional human reviewers. There is hope, however, that cognitive 

tools can help humans work faster and more effectively to filter fake 

news or hate speech.20

IBM’s Watson

IBM, of course, is not generally viewed as a big data and internet giant. But 

it is the other main company that has advanced cognitive technologies 

(it generally refers to “cognitive computing”) in the marketplace with 

its Watson offerings. Watson began, of course, as an all-out (and hugely 

successful) effort to beat human experts at the Jeopardy! TV game in 

2011. Consistent with that game’s format, Watson began as a question-

answering system that draws primarily from online textual knowledge.

Now, however, Watson has evolved into a brand rather than a specific 

capability. The brand encompasses offerings related not only to cogni-

tive question answering, but also image recognition, weather data analy-

sis, the Internet of Things, and basic statistical analysis and reporting. 

Even “cognitive Watson” involves a set of application program inter-

faces (APIs) — small, modular programs that take in data, perform a spe-

cific task, and send back a result — that can be mixed and integrated to 

address specific problems.

The good news about Watson is that it is a capable “platform” for cog-

nitive technology work — one of the few available. By most accounts its 

APIs work as promised. And the company has done a yeoman’s work in 
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creating the “Watson ecosystem” of smaller companies that use some 

Watson capabilities in their own offerings.

But there is also bad news about Watson, and many in the AI com-

munity have come to view it negatively.21 The company’s marketing 

has gotten ahead of its ability to deliver results. IBM claims, for example, 

to have already mastered the treatment of six types of cancer, but the 

actual results as evaluated by cancer-oriented researchers and institu-

tions are far more equivocal.22 No objective, rigorous research articles 

have evaluated its healthcare projects. And in healthcare and other 

industries, when Watson does deliver results, it’s usually only with the 

aid of large numbers of IBM’s (or other firms’) consultants. Watson was 

criticized for this in a 2017 investor analysis report by Jeffries & Co.23

In short, IBM is both hero and villain in the latest round of enthu-

siasm about cognitive technologies. No doubt its impressive Jeopardy! 

win and the marketing thereof contributed greatly to the current level 

of enthusiasm about the technologies. But if there is another “AI winter” 

anytime soon from the failure of cognitive technologies to meet over-

hyped expectations, IBM will deserve a big chunk of the blame. More 

judicious marketing — and more exposure to what the system can actu-

ally do, and can’t — would help to prevent that fate.

What’s Coming in This Book

The goal of this chapter was to introduce you to cognitive technology 

and to begin to address the overall context for its use by large orga-

nizations and vendors. Although the most dramatic use of cognitive 

technologies has been within vendor firms and we can learn a lot from 

them, we can’t forget that the purpose of their activity is to enable 

capabilities within “user” enterprises. And that happens to be the focus 

of this book. To my mind, the issues of embedding smart machines 

into their products, services, strategies, cultures, and behaviors are the 

most interesting problems with AI. Chapter 2, then, addresses head-on 

some of the opportunities and challenges involved in AI within the 

enterprise.
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In chapter 3, I’ll describe in greater detail what technologies, applica-

tions, and benefits companies are pursuing, and the types of AI capa-

bilities they are attempting to build.

In chapter 4, I’ll argue the virtues of a strategy for cognitive technol-

ogy. It’s hard to ensure that your investments and explorations will have 

an impact without one, or at least without answering some strategic 

questions. I’ll say a bit about the process for developing one, and then 

go into detail about the topics that it should address.

Chapters 5 through 7 explore several emerging aspects of organiza-

tions that make effective use of cognitive technology. Chapter 5 dis-

cusses the changes in organizational structures and business processes 

that cognitive technology can bring with automation and knowledge 

support for key tasks. Chapter 6 is devoted to new roles and skills 

that will be required of workers in cognitive companies. And chapter 7 

describes changes in technologies and data that need to be present 

before an organization can succeed. Many of the lessons in these three 

chapters apply not only to those who use cognitive technology, but also 

to those who create it.

The final chapter, chapter 8, addresses issues involving organi-

zational and social changes from AI. It will raise some of the ethical 

concerns around cognitive technologies that relate specifically to estab-

lished firms. The chapter will also suggest aspects of how the cognitive 

company of the future will look and act.

Throughout this book, I have tried to minimize the level of 

hype — there is plenty of that in the world already — and focus on 

what’s really happening with AI in organizations. If you wanted breath-

less prose about how AI will change the world tomorrow, you have 

probably come to the wrong place. If you prefer an honest and straight-

forward look at the impact this powerful technology will have on busi-

nesses over the short and long term, keep reading.
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With all the media and vendor hype, you may be concerned that the 

AI bubble will burst before most organizations can even get started 

with it. That is what happened the last time there was substantial hype 

about AI, but I believe another AI winter is relatively unlikely. Vendor 

offerings may come and go, but now many established “user” compa-

nies have substantial initiatives in the cognitive space. And those who 

understand cognitive technologies and are aware of their business role 

are positive about them, to say the least.

From the 2017 Deloitte “cognitive aware” survey that I mentioned in 

the previous chapter, here are a few findings that suggest how bullish 

managers are about the potential of this technology in their businesses:

•  88 percent of respondents agreed that cognitive technologies are 

either “important” or “very important” to product and service offerings

•  93 percent felt that they are important or very important to internal 

business processes

•  76 percent believed that cognitive technologies will “substantially 

transform” their companies within the next three years

•  57 percent said their industries would transform during the same 

period

•  None of the respondents believed that cognitive technologies won’t 

drive substantive change, either for themselves or their industry

These don’t sound like numbers for a technology likely to take a 

dive. We also found in the survey that the more experience respondents 

had with cognitive technology, the more positive they were about it. 
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I will describe several other surveys from vendors and consulting firms 

throughout this book, but none expresses more clearly the positive feel-

ings of executives in large enterprises.

Of course, not every organization and manager has embraced the 

technology. Many don’t know much about it yet. In order to find 250 

senior managers in large organizations for the Deloitte survey, we had 

to contact 1,507 managers. Some were eliminated from the survey for 

reasons other than unfamiliarity with AI, but 56 percent were screened 

out because they were not knowledgeable about the technologies or 

their companies were not active with them.

Similarly, in a 2017 McKinsey survey with 3,073 respondents, only 

20 percent said they had adopted one or more AI-related technology at 

scale or in a core part of their business.1 Others were experimenting, of 

course, but were not yet seriously engaged with the technology. Almost 

every survey suggests that a high degree of enthusiasm about AI exists, 

but that it’s still early days in terms of broad corporate application. Some 

far-sighted businesses, however, are playing the bellwether role.

The Broad Rationale for Cognitive Technology in Business

Why should business managers and professionals learn about cogni-

tive technologies and put them to work? Some economists argue that 

recent technologies haven’t had the impact of older ones like trains, 

automobiles, and electricity, which may well be true. But technologies 

that can think and act with a high degree of autonomy would seem 

to offer plenty of potential productivity gains. We haven’t had much 

productivity growth in the United States, Europe, or other advanced 

economies over the past decade. Not since the mid-1970s has productiv-

ity growth in the United States reached 3 percent or so, and over the last 

decade it has grown at an annual rate of 1.2 percent. The last two years 

it has grown at only about half that dismal rate, and Europe’s annual 

productivity growth is even less at about 0.5 percent of late.

Of course, increased productivity means that the same amount of 

work can be done by fewer workers. Many fear that with productivity 

increases from cognitive tools might also come substantial job losses. 
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On the other hand, cognitive technologies could counteract the nega-

tive impact of aging workforces and declining labor force participation 

as well. I’ll address these issues in greater detail in chapter 8. But thus 

far it appears that the impact of cognitive technologies on the labor 

force will be marginal and slow. And we need productivity to grow our 

economies and increase the standard of living.

Cognitive technologies are specifically aimed at knowledge work pro-

cesses within organizations, and these have been particularly important 

and problematic in terms of productivity. As Peter Drucker argued as far 

back as 1959 (when he coined the term knowledge worker), knowledge 

work productivity is the key to economic success in the twenty-first 

century. And Drucker also pointed out that the professions with the 

highest percentage of knowledge workers — healthcare, education, and 

professional services — have some of the worst productivity improve-

ment rates. Witness, for example, the very high cost of healthcare and 

college education in our society. If some of these tasks could be per-

formed by smart machines — and they can — wouldn’t it be good for all 

or most of us?

Knowledge work productivity within organizations has been a long-

term interest of mine — I wrote a book on it called Thinking for a Liv-

ing in 2005 — and until recently there were relatively few examples of 

smart machines that help with the topic. But many jobs and processes 

could be transformed with them.

The Cognitive Advantage in Healthcare

Take, for example, the process of medical diagnosis and treatment. As I 

pointed out in chapter 1, IBM has been working for several years to use 

Watson to diagnose cancer and recommend treatments for it. Watson 

hasn’t fully succeeded yet, but IBM and the pathbreaking medical cen-

ters who are implementing Watson are making progress toward this 

very important objective. The primary focus of the effort is to learn from 

the vast amount of medical and scientific research published — about 

2.5 million new research articles each year. Learning from those could 

mean higher cure rates, as well as greater access to the best care even 

in remote locations. That was one of the reasons why Memorial Sloan 
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Kettering Cancer Center decided to work with Watson — to make widely 

available the level of knowledge of the hospital’s best oncologists to the 

world at large.

There could also be major progress in diagnosing disease with medical 

imaging. Computer-aided diagnosis (CAD) using MRI, CAT, or ultrasound 

devices is already as good as many human radiologists, according to mul-

tiple studies. But this has not yet led to lower costs for imaging, which 

accounts for about 10 percent of all healthcare costs in the United States.2 

Even better diagnostic accuracy, which seems likely with deep learning–

based image recognition, might lead the imaging industry to rely more 

heavily on CAD. Big vendors like IBM, several startups, large imaging 

machine providers like GE, and various academic medical centers are all 

working assiduously on better image-based diagnosis. Considerable work 

will be needed on standards for the use of these technologies in clinical 

care before they make a real impact, but the opportunity is there.

Cognitive technologies could also make prescription drugs cheaper 

and bring them to market faster. It takes about twelve years for a phar-

maceutical firm to research, develop, test, and launch a product. Several 

firms, including Pfizer, Novartis, and Celgene, are working with IBM 

Watson to try to identify and bring new drugs to market faster. The jury 

is still out on whether this will work.

Firms like Pfizer are also using machine learning to analyze patient 

and physician data to learn which types of approaches are most success-

ful for patients. The company built a model that leveraged anonymized 

longitudinal prescribing data from physicians. After examining thou-

sands of variables with machine learning, the analysis revealed that 

physicians who were optimally titrating (identifying the most effective 

dosage of) one of Pfizer’s medicines had better patient outcomes. They 

shared these insights with the sales force to enable more patient-centric 

and customized conversations in the office, and built them into their 

digital messaging channels to ensure meaningful messages to sup-

port the patient population. The data are updated every six months to 

ensure relevancy and inform resourcing decisions.
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Many Industries, Many Functions

Of course, key business activities in many other industries outside of 

healthcare could be transformed by cognitive technologies, and some 

already have been. Marketing and sales, for example, could be accom-

plished with much greater precision than is currently possible; salespeople 

can call on the customers where deals are most likely to close. Machine 

learning could analyze and constantly update “propensity to buy” models 

that predict which customers are most likely to buy certain products and 

services. Companies like Cisco Systems and IBM already create tens 

of thousands of models of this type with machine learning. Cisco, for 

example, went from generating tens of “artisanal” or human-created 

propensity models to about 60,000 autonomously generated ones. A 

small group of analysts and data scientists in a group called Global 

Customer Insights generates these models each quarter using machine 

learning. Every potential customer — more than a hundred million of 

them — of every Cisco product in every country is represented in those 

models, which is why so many different models are required. Cisco’s 

sales and marketing teams use the models to decide which products to 

offer to which customers.3 In fact, they relied so heavily on them that 

Cisco had to implement a more powerful IT capability to generate the 

models early enough in the quarter for salespeople to take advantage 

of them.

In digital marketing, machine learning is already used to target par-

ticular publishers and individual customers with digital ads. Thousands 

of models a week are created for this purpose. It’s often difficult to inter-

pret so many complex models, but the stakes are low enough (pennies 

per ad placement) so that the reason a particular ad is placed on a 

particular site doesn’t matter very much.

Other firms are working on marketing applications of machine learn-

ing that increase customer engagement. Macy’s, for example, is work-

ing with both IBM’s Watson and Cognitive Scale, an Austin-based AI 

vendor, to improve personalization and engagement on its website and 

mobile app. The Cognitive Scale technology uses a game to build a per-

sonal profile of apparel that the customer likes. The Watson technology, 



28	 Chapter 2

called Macy’s OnCall, answers customer questions on the mobile app in 

natural language and guides customers to desired sections within physi-

cal stores. Used on its Macys​.com website, the conversational agent can 

deal with straightforward text-based queries like “Where is my order?” 

and “How do I return this product?” The agent already handles more 

than 25 percent of customer queries on the site, and can pass customers 

on to a human agent if necessary. Macy’s is also exploring similar tech-

nologies in its call center.4

Working with a startup called ModeAI, Levi’s is using machine learn-

ing and deep learning image recognition to power a “Virtual Stylist,” 

the goal of which is to make online shopping as engaging as visiting 

a store. It combines a conversational interface with a visual focus to 

engage the customer in getting the right fit for jeans and other Levi’s 

products. The system also scrapes the web and social media content to 

allow customers to see how other people are using Levis across the globe.

In customer service, natural language processing applications from 

firms like IBM (the Watson Virtual Agent) and IPsoft’s Amelia are increas-

ingly answering customer questions. They offer the possibility of better 

answers at any time of the day, with no waiting. One large U.S. bank, for 

example, gets two billion calls to its call centers every year, and it is look-

ing to Amelia to answer at least the relatively easy questions — balance 

inquiries and transfers, for example — for many of those customers.

The same technologies are also being used within organizations to 

interface with employees. Got a question about your healthcare coverage 

or your vacation balance for your human resources organization? Need 

to reset your password or report a printer outage to your IT organization? 

Chances are good that IT and HR questions will soon be directed to a 

smart machine, rather than a person. Companies like ServiceNow, which 

already handle many such issues with automation technology, are adding 

machine learning to their offerings to make them more intelligent. Many 

human employees don’t really enjoy answering the same questions over 

and over, so they may not mind losing this responsibility.

Companies are also employing cognitive technologies in the sup-

ply chain. Traditional optimization technologies that helped to predict 

inventory levels and avoid out-of-stocks, for example, are being replaced 
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by machine learning systems that can continuously monitor sales, 

weather, and responses to marketing promotions to adjust supply chains. 

Companies like UPS are replacing fixed daily routes with dynamic ones 

adjusted in real time for weather and traffic — again with machine learn-

ing. Only cognitive technologies can handle all the necessary data. And 

at some point supply chains may be powered by autonomously driven 

trucks, which will bring enormous changes to that domain.

Finally, manufacturing companies are benefitting from cognitive 

technologies as well. Some, of course, are embedding cognitive technolo-

gies in their products. As I’ll discuss in chapter 4, cognitively enhanced 

products are an objective of a surprisingly large number of firms. Vehi-

cles, telecommunications and computing devices, industrial machinery, 

home appliances — all of these could be platforms for AI applications at 

some point, and many are already, if on a small scale. Automobile and 

truck manufacturers, of course, are rapidly trying to make their vehicles 

more autonomous. That dream would be impossible without cognitive 

technologies.

But cognitive technology is also being used to transform various 

aspects of the manufacturing process itself. Robots continually become 

more collaborative and flexible. They increasingly have the intelligence 

that only cognitive systems can provide. And as they start to communi-

cate and learn from each other, their intelligence will mushroom (what 

an influential paper by Gill Pratt, head of the Toyota Research Institute, 

calls a “Cambrian explosion” of robotic intelligence).5

And cognitive technologies are also being used to make industrial 

machines more efficient and reliable. A number of companies are pursu-

ing this goal, but GE is the most visible. All data from sensors in GE’s jet 

engines, gas turbines, windmills, MRI and CAT scanners, and so on are 

captured and stored in a digital twin model. The model can then diag-

nose faults and predict the need for maintenance, ultimately reducing 

or eliminating unplanned downtime in that machine. The digital twin 

concept can be extended to aggregations of machines — a plant or fleet 

can be digitally twinned as well.

The data never stop flowing into the digital twin models, and there 

can be a lot of variables in them. We may also see change over time in 
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what variables and models predict the need for maintenance. Machine 

learning is clearly the best technology in such situations. It can learn 

from new data and modify predictive models over time. This cogni-

tive technology can also identify anomalies, signatures, and trends in 

machine performance, and understand a pattern of behavior or learn 

efficiencies within a machine and use that as a best practice for other 

machines. GE already has about 750,000 digital twins and is rapidly 

adding more.

Of course, cognitive technologies can be applied to businesses in 

other areas. New product development, finance, information technol-

ogy, and many other functions are already using these technologies. If a 

decision is to be made and there are plenty of structured numeric data to 

analyze in making it, machine learning is appropriate. If text or speech is 

to be analyzed, you can employ natural language processing. Got some 

images to identify? Deep learning is probably your answer. As you can 

imagine, there are hundreds or thousands of scenarios in business for 

which some form of AI will be appropriate. Not all will be a perfect fit, 

but the match is worth considering.

Why Only Big Companies and Tech Startups?

Thus far, the most aggressive adopters of AI have been “digital native” 

online businesses (Google, Facebook, etc.), large enterprises, and tech 

startups, many of which have some aspect of cognitive technology as 

the key differentiation for their businesses. There has been relatively 

little adoption by small to medium-sized firms that are not in technol-

ogy-intensive industries. There are several reasons for this — some good, 

some not so good.

First of all, the pattern of AI adoption is not that different from other 

technologies. Tech firms adopt technologies early for obvious reasons. 

Startups build their businesses around new technologies. Large enterprises 

are typically next in line; they have the technological sophistication to 

make informed investments in new technologies, and can hire the people 

to build and implement new solutions.
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Big data and analytics followed a similar adoption pattern; tech firms 

and large enterprises adopted them early as well. This particular adop-

tion, it turns out, is critical for the successful adoption of cognitive 

technologies. Most cognitive technologies have statistics at their core, 

and if your organization hasn’t done anything with statistics and ana-

lytics, it’s probably not going to do much with AI either.

Large firms — particularly those with many consumers as customers — ​

tend to have a lot of data on those customers and on the transactions 

done with them. Through their ongoing operations they generate sub-

stantial amounts of data on other aspects of the business. That’s a big 

advantage in the ability to make use of cognitive methods and tools, 

which need a lot of data to work well. Smaller firms, and those with busi-

nesses rather than consumers as customers, are less likely to have the req-

uisite data, at least about customers. However, business-to-business firms 

can increasingly do cognitive technology applications with machine 

data or some other type.

Company size may offer financial advantages that may assist large 

businesses in adopting AI. Some of the software can be expensive. While 

cognitive software programs are not always expensive — some are free 

as open source programs — the skills to work with them are not cheap.6 

Large firms can afford to pay proprietary vendors, expensive consul-

tants, and expensive data scientists as employees. Smaller firms often 

can’t.

Perhaps the key factor that is lacking in small to medium firms from 

an AI standpoint is awareness and understanding of what is possible. 

Big firms have people whose job it is to look out for promising new 

technologies and inject them into the organization; small firms usually 

don’t. Managers in small to mid-size firms are often preoccupied with 

making products (or services), selling them, and getting them out the 

door. Even if cognitive technologies could make those processes much 

better, faster, or cheaper, they may not be aware of the opportunity. The 

most likely solution is for managers in small to mid-size firms to force 

themselves to take the time to look outward and forward — to technolo-

gies that could make their firms much more successful.
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Of course, big companies have some disadvantages as well when it 

comes to integrating AI into their businesses. They typically have a set 

of legacy IT systems and well-developed business processes that drive and 

inform their activities. Integrating AI-based decisions and actions into 

them isn’t easy. If, for example, a company has developed a new set of 

sales propensity models to identify the most likely buyers of particular 

products and services, integrating the recommendations into customer 

relationship management systems and processes, and into the behavior of 

salespeople, is not likely to be easy. Big companies often also have bureau-

cratic planning processes, and well-established capital allocation processes 

that don’t change as often as they should. However, on the whole they 

are more likely to implement AI than small- to mid-size companies. And 

unfortunately for those smaller firms, AI is likely to help big companies 

get bigger.

More Than Testing the Waters, but Not a Deep Dive Yet

So just how committed are large firms to these technologies? On the 

whole, they’re doing more than dipping a toe into the water, but not 

quite diving in. Many companies that are exploring cognitive technolo-

gies are doing so on a somewhat experimental basis. Jim Fowler, the 

chief information officer of GE, spoke for many large enterprises in say-

ing (at the end of 2017) that in 2018, “We need to get intelligent about 

AI and move from experiment to solving real problems at scale.”7

This experimental approach has several indications. The somewhat 

conservative spending levels on the technologies are one. Only 12 per-

cent of the firms represented in the survey are investing $10 million or 

more on cognitive technologies. Roughly equal percentages — about 

25 percent each — have spent $5 million to $10 million, $1 million to 

$5 million, or $500,000 to $1 million. Seven percent have spent less 

than $500,000. In another late 2017 survey by NewVantage Partners 

of fifty-nine very large organizations, 53 percent of responding firms 

were spending less than $50 million on both big data and AI initia-

tives. Enterprise uses of cognitive technologies are still in the early 
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stages, and most organizations do not have well-defined budgets for 

them yet.

A survey of chief information officers in global organizations suggests 

an even more tentative approach to AI. Gartner performs an annual 

CIO survey, and not surprisingly, AI was a major focus in the 2018 survey 

(done in mid-2017). In that survey of over 3,100 CIOs, only 4 percent 

said they had already invested and deployed AI, but an additional 21 per-

cent said they were “in short-term planning or actively experimenting.” 

Another 25 percent had AI in their middle- or long-term plans. Forty-nine 

percent said AI was either of no interest or “on the radar, but no action 

planned.”8

Companies represented in the Deloitte survey have both pilots/

proofs of concept and production implementations or deployments 

underway. Thirty-four percent of respondents had three to five pilots 

underway. In addition, 28 percent indicated “one or two” pilots, while 

20 percent said “six to ten.” In production applications, the numbers 

are somewhat smaller. “one or two” and “three to five” each received 

31 percent. Companies with more projects reported greater levels of 

benefit (see figure 2.1). In an interview after the survey, one consumer 

Figure 2.1
Numbers of AI Projects by Benefits Achieved

Source: 2017 Deloitte “Cognitive Aware” Survey
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products firm mentioned that it was running several smaller pilots using 

machine learning, but they related to larger goals of understanding con-

sumers in greater detail and determining the effectiveness of trade pro-

motion and marketing spending.

Another indication of the commitment level of companies to AI is 

where they choose to implement it. High levels of commitment would 

involve using it to work directly with customers, or in revenue-gener-

ating functions like sales. Corporate function use — in IT, for example, 

which appeared first in the Deloitte survey, might indicate a lower level 

of commitment thus far. It’s undoubtedly true that many firms are using 

technologies like autonomics to monitor and reboot servers, or intel-

ligent agents to answer IT questions. This is important activity, but it’s 

not likely to quicken the pulse of CEOs.

Some firms, of course, are using the technologies in customer-facing 

and operations-intensive applications. Product development/R&D was 

second to IT in the survey, with 44 percent checking that function. 

Customer service (40 percent), supply chain/procurement (38 percent), 

service operations (37 percent), and manufacturing (32 percent) were 

other functions commonly mentioned.

As companies grow more comfortable and experienced with cogni-

tive technologies — and as the technologies themselves mature — we 

will undoubtedly see more direct use with customers and more direct 

linkages with the bottom line. For now, it’s reasonable to experiment 

in the ways that many companies are. But those experiments will be of 

value only if at least some lead to production deployments.

What’s Still Hard for Companies

A friend with several decades of experience in the IT industry once 

pointed out to me that the most valuable thing that authors could tell 

their readers about AI is that, “This s*** is still hard.” Perhaps the hard-

est aspect of it is integrating cognitive technologies with existing sys-

tems and business processes. That was the conclusion of the survey of 

“cognitive aware” executives; in that survey, 47 percent of respondents 

said that they found it “difficult to integrate cognitive projects with 
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existing processes and systems.” Yet such integration is usually neces-

sary if organizations are going to successfully deploy cognitive tech-

nologies into production applications.

For most AI applications, after a model is developed it needs to be 

deployed — embedded in, or called by, an existing system. It is often 

much easier to develop a model than to deploy it. Some vendors, such 

as the Canadian startup Element AI, say they are developing “AI as a ser-

vice” offerings to ease the integration problem. As I’ll discuss in chapter 7, 

another way to ease integration is to adopt the cognitive tools that 

vendors of major transaction systems — including enterprise resource 

planning, customer relationship management, and HR systems — are 

embedding in their applications.

In other challenges from the survey, 40 percent felt that “technologies 

and expertise are too expensive,” and 37 percent complained that “man-

agers don’t understand cognitive technologies and how they work.” 

In addition, 35 percent are challenged because they “can’t get enough 

people with expertise in the technology.” Smaller percentages feel that 

“technologies are immature” (31 percent) or that “technologies have 

been oversold in the marketplace” (18 percent).

Building some standalone applications with cognitive systems can 

be relatively straightforward, depending on the specific technology 

chosen. Not all of them are terribly hard; robotic process automation 

(RPA) is pretty easy to implement, for example, although large-scale 

adoption of RPA can be difficult to integrate with existing technologies 

and change the resulting architectures over time. Statistical machine 

learning using labeled training data isn’t that tough to do for anyone 

with some analytical training. Rule-based systems are relatively easy to 

develop for small-scale applications.

But other aspects of working with cognitive technology are still 

pretty difficult for most organizations. Deep learning, for example, is 

only moderately difficult to program on a computer, but it requires a 

lot of labeled data to come up with an effective model — and as I have 

noted, the result is largely uninterpretable — even for PhD data scien-

tists. In general, to use the technology effectively usually requires a high 

degree of expertise — which is difficult and expensive to source.
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For computers to make sense of language is still a generally difficult 

area. From IBM Watson ads one gets the impression that all you have 

to do is feed text or speech into Watson, and out comes insights or 

smart answers to questions. This is not generally the case. There usu-

ally needs to be considerable activity to structure the language before 

a machine can do much with it. As my friend Seth Earley, the CEO of 

Earley Information Sciences, put it in an article, “there is no AI without 

IA” (information architecture).9

For example, Morgan Stanley has developed a new system — similar in 

concept to the one I described at DBS, and based on machine learning — ​

to identify investment opportunities that its financial advisors can pres-

ent to clients. The system works well, but Morgan Stanley would like 

to add the capability to mine the reports that its investment analysts 

produce in order to make recommendations to clients. However, each 

analyst writes in a different style, and there is relatively little common 

structure to the reports. According to the bank’s technology experts, 

there is no technology that can extract the salient comments from these 

reports and use them in a cognitive application. The only recourse they 

know of is to persuade investment analysts to structure their documents 

more effectively and all write with a common format — and they think 

that would be a request that the analysts would find highly unappeal-

ing. At the moment, offshore outsourcers are “curating” the documents 

to put them into a common format.

This difficulty of structuring human language is one of the rea-

sons that IBM Watson projects have often taken much longer, and 

cost much more, than organizations expect. Particularly if you are the 

first to adopt the technology in your industry, you will have to teach 

Watson the language of your industry and find a way to structure the 

knowledge you want it to absorb. This may also be true for other types 

of natural language processing applications.

Intelligent agents are somewhat easier to employ, but they can be 

difficult to get to work at a high enough level to turn customers over 

to them. That typically requires a company to develop a taxonomy of 

terms that might come up in an interaction with an agent and the 

relationships between them — a dialog graph. If you’re the first in your 
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industry to do this, it’s going to take a few months at least. Even if 

someone else in your industry has done it and a vendor makes it avail-

able to you, there will still probably be a need for customization.

Overall, it’s important for anyone implementing cognitive technolo-

gies to be aware that they are still somewhat immature. Progress is being 

made quickly in the current environment, but if your application is on 

the frontier of that progress you may encounter substantial technical 

challenges. Before you start with a particular project you may want to 

assess just how close to the frontier you are likely to come.

Despite these and other challenges, some firms are adopting cogni-

tive applications and moving ahead smartly with them. The next chap-

ter is about what they are doing and how they are making progress, even 

with technologies that will still benefit from further development.





3  What Are Companies Doing Today?

In this chapter, I’ll describe what is actually happening today among large 

enterprises and their use of AI.1 I’ll discuss which current approaches to 

AI are being implemented (and in what numbers), what underlying tech-

nologies are being employed, the business objectives of these projects, 

and the levels of success achieved thus far. Then, since it’s still early days 

for enterprise AI, I’ll suggest what key activities companies are pursuing 

to build up their cognitive capabilities.

This analysis is based largely on a study of 152 consulting projects 

employing cognitive technologies that I undertook with a team from 

Deloitte. Most of the projects had been undertaken by Deloitte con-

sulting and advisory services teams, and were primarily (although not 

exclusively) in North America. A few were projects I was involved in 

personally, several of which were in Europe. The analysis was done in 

mid-2017; the projects took place in 2016 and 2017.

An Overview of the Cognitive Project Landscape

Figure 3.1 has a collection of data about where AI activity is taking place 

from the 152 cognitive projects. Of course, the projects don’t come from 

a random sample, and may partially result from differential emphases on 

cognitive technologies within particular industry groups at Deloitte, or 

the structure of the firm’s business. As might be expected, most projects 

are from data-intensive industries like financial services and life sciences/

healthcare. Relatively few are from media and telecom companies — ​which 

also have substantial amounts of data — and energy/utility firms. Just 
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under 10 percent are in the public sector, with most coming from the 

U.S. federal government. Most of these government projects involve 

robotic process automation.

In terms of the business functions at which cognitive projects are tar-

geted, the most common category was a combination of functions — ​

connecting finance and supply chain, for example, by comparing invoices 

from suppliers to items actually shipped. Operations and customer-​

oriented projects (marketing and sales) were the two most common indi-

vidual functions.

The most common project sponsors for which a sponsor was recorded 

are “C-suite” senior executives. VPs and directors are also commonly 

sponsoring projects. Perhaps the most interesting aspect of this exhibit 

is the breadth of functions to which AI is being applied. In addition to 

those listed, I have heard about projects in corporate legal, corporate 

security, and strategy.

Figure 3.1
Industries, Sponsors, and Functions for Cognitive Projects

Source: Analysis of 152 AI consulting projects

Clients were primarily concentrated in 3 sectors—Financial Services (31%),
Life Sciences and Healthcare (25%), and Consumer and Industrial Products 
(16%)—which accounted for nearly three-quarters of all engagements studied. 
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Three Types of AI Capabilities

Since the technologies for AI can be somewhat confusing and over

lapping, it can be useful to look at AI through the lens of business capa-

bilities rather than technologies. Broadly speaking, AI can support three 

important business activities:

•  Automating structured and repetitive work processes, often via robotics 

or robotic process automation.

•  Gaining insight through extensive analysis of structured data, most 

often using machine learning.

•  Engaging with customers and employees, using natural language pro-

cessing chatbots, intelligent agents, and machine learning.

Process Automation

The automation of digital and physical tasks — most often back-office 

administrative and financial activities — was the most common activity 

we found (71 of 152 projects, or forty-seven percent). Physical robots fall 

into this category, but most of the projects analyzed involved robotic 

process automation performing structured back-office digital tasks. These 

capabilities are advances on earlier business-process automation because 

the “robots” (actually code on a server) act like a human inputting and 

consuming information from multiple IT systems. Examples include:

•  Transferring data from email and call center systems into systems of 

record — for example, requests for address changes or new service additions

•  Replacing lost credit or ATM cards without human intervention, 

reaching into multiple systems to update records and handle customer 

communications

•  Reconciling failures to charge for services across different bank billing 

systems by extracting information from multiple document types

•  “Reading” legal and contractual documents to extract contract provi-

sions using natural language processing

•  Producing automated investment content (a few paragraphs about 

how customer investments have performed over the last period) for 

wealth management customers at insurance companies
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These projects are common in part because RPA is the least expensive 

and easiest to implement of automation technologies, and typically 

brings a quick and high return on investment. These applications aren’t 

programmed to learn and improve, but vendors are slowly adding more 

intelligence and learning capability to them. Some experts refer to the 

overall technology category as robotic and cognitive automation, but I’m 

not sure the “cognitive” component is deserved yet. RPA is particularly 

well suited to working across multiple back-end systems, and doesn’t 

require re-architecting of those systems.

Some users are developing multiple process-automation robots for 

different purposes. At NASA, for example, cost pressures led the agency 

to launch four RPA pilots in accounts payable and receivable, IT spend-

ing, and human resources — all managed by a shared services center. All 

four projects worked well and are being rolled out across the organi-

zation. In the human resource application, for example, 86 percent of 

transactions were completed without human intervention. NASA is now 

implementing more RPA bots, some with higher levels of intelligence. 

As Jim Walker, project leader for the shared services organization notes, 

“So far it’s not rocket science” (and someone at NASA should know).

One might imagine that robotic process automation would quickly 

replace administrative employees. But across the seventy-one projects 

we reviewed (including at NASA), that wasn’t a primary objective or 

common outcome. Only a few projects led to staff reductions, and these 

were primarily of outsourced workers. In only one case did we hear of 

plans to use RPA to eliminate substantial numbers of internal jobs. That 

said, I do expect cognitive and robotic automation projects to lead to 

some job loss in the future. The offshore business process outsourcing 

industry is likely to be the hardest hit. If you can outsource a process to 

people thousands of miles away, you can probably automate it with RPA.

The technology of RPA is relatively easy to use, but the challenges 

of implementing it come primarily from the business process. Compa-

nies should have a good understanding of both their existing business 

processes and the new processes they want RPA to enable before imple-

menting the technology. But most companies don’t do that. David 

Brain, a cofounder of the RPA consulting firm Symphony Ventures, 
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argues that companies need to do process design and engineering work 

on virtually every RPA project — what we have referred to as “putting 

the process back in RPA.”

Brain argues that process work is essential to an effective RPA imple-

mentation for several reasons, including these:

•  The existing process is often overly complex, with unnecessary steps 

that could be eliminated before RPA is implemented.

•  RPA involves the codification of business rules, but existing business 

rules often haven’t been examined for many years and don’t make 

sense in the current environment.

•  There are often existing business rules that are described by those 

who perform them as “judgment,” but in actuality they can be turned 

into more accurate and consistent algorithms.

•  The level of process knowledge and understanding within companies is 

generally low. The companies may have collections of standard operating 

procedures (SOPs), but they are often poorly documented and out of date.

•  RPA often supports “swivel chair” processes that involve a lot of back-

and-forth access to information systems, but in many cases the process 

could extract all the necessary information at once from a system — i.e., 

with less swiveling.

•  There are often built-in checkpoints for human processes that are no 

longer needed with RPA — because at least after the initial kinks are ironed 

out of the system, computer systems don’t generally make mistakes.

•  Many companies have cut out steps from existing processes that add 

customer value, but are dropped because they don’t have the necessary 

resources. For example, in-process communications with customers 

about the state of their orders or applications may be time-consuming for 

human workers to send and receive, but are very easy for process robots.

With changes like these, a process enabled by RPA can become much 

more efficient and effective than the previous one. And while it is likely 

that some human functions will be taken over by RPA, in most com-

panies implementing the technology thus far there has been relatively 

little impact on staffing. Whether they remain so will be an important 

factor to monitor in understanding the impact of this form of AI.
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Cognitive Insight

Applications that use algorithms to detect patterns in vast volumes of 

structured data and interpret its meaning — think of it as “analytics 

on steroids” — are the second broad AI category in business (57 of 152 

projects, or 37 percent). This is the oldest category of artificial intel-

ligence, since machine learning — the typical underlying technology 

for cognitive insight — has been available for several decades. It is both 

more common and more automated than in the past, however. It’s nec-

essary when there is a large amount of data and many possible predic-

tors of a phenomenon to be predicted or classified. Some examples of 

how cognitive insight is being employed include:

•  Predicting what a particular customer is likely to buy (customer pro-

pensity modeling)

•  Identifying credit fraud in real time, and insurance claims fraud

•  Analyzing warranty data to identify safety or quality problems in 

automobiles and other manufactured products

•  Gathering and analyzing sensor data to predict when an industrial 

machine will malfunction

•  Automating personalized targeting of digital ads

•  Providing insurers with more accurate and detailed actuarial modeling

Cognitive insights provided by machine learning differ from those 

available from traditional analytics in three ways: They are usually much 

more data-intensive and detailed, the models need to be trained in most 

cases on some part of the available data, and they can learn — improving 

their ability to use new data to make predictions or put things into cate-

gories. As I mentioned in the last chapter, versions of machine learning 

(deep learning in particular) can also perform feats such as recognizing 

images and speech.

Cognitive insight applications are typically used to improve perfor-

mance on jobs only machines can do — tasks such as programmatic ad 

buying involving such high-speed data crunching and automation that 

they’ve long been beyond human ability. Therefore, they are unlikely 

to put humans out of their jobs.
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A less obvious application of cognitive insight involves the use of 

machine learning to integrate data for better analytics. While the activ-

ity of curating data has historically been quite labor-intensive, now 

machine learning can identify probabilistic matches — data likely to be 

about the same person or company, but in slightly different formats —  

across databases. GE has used this technology (from Tamr, a company 

I advise) to integrate supplier data and has saved $80 million in its first 

year by eliminating redundancies and negotiating contracts that were 

previously managed at the business unit level. GE is now applying the 

same approach to customer and product data. Similarly, a large bank 

used this technology to extract data on terms from supplier contracts 

and match it with invoice numbers, identifying tens of millions of 

dollars in mismatches. A professional services audit practice is using 

cognitive insight to extract terms from audit-related contracts, which 

enables an audit to address a much higher proportion of documents, 

often 100 percent, without human auditors having to painstakingly read 

through them.

The primary constraints to this form of cognitive activity are the avail-

ability of large volumes of data, some of which must be “labeled” in 

terms of knowing the outcome to be predicted. For example, if an orga-

nization is trying to use sensor data to predict when a machine will break 

down (for purposes of predictive maintenance), it has to have a substan-

tial number of actual breakdowns from which it can learn. This form of 

learning from labeled data, called supervised learning, comprises the great 

majority of business uses of cognitive insights.

Cognitive Engagement

These applications, the least common of the three (24 of 152 projects, 

or sixteen percent), engage employees and customers by providing them 

with rich language or image-based personalized information and ser-

vices. This category includes:

•  Intelligent agents that offer 24/7 customer service addressing a broad 

and growing array of service issues from password requests to technical 

support questions — all in the customer’s natural language
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•  Internal service sites for answering employee questions on topics 

including IT issues, employee benefits, and HR policy questions

•  Product and service recommendation systems for retailer websites 

that increase personalization, engagement, and sales — typically with rich 

language or images

•  Health treatment recommendation systems (often offered by insurance 

companies) that help providers create customized care plans that take 

individual patients’ health status and previous treatments into account

Engagement-oriented applications for use by employees are currently 

more common than those for use by customers. That may change as 

firms become more comfortable turning customer interactions over 

to machines. Vanguard, for example, piloted an intelligent agent that 

helped its customer service staff answer frequently asked questions 

posed by customers. Over time, the plan is to allow customers to engage 

with a cognitive agent directly, rather than with the human service 

agents. In the early days of the pilot, however, the project was taking 

too much time for human agents to access and use. Becton, Dickinson 

(BD) in the United States is using the life-like intelligent agent avatar 

Amelia to serve as an internal employee help desk for IT support. It also 

plans to extend the use of the agent to customers at some point.

Skandinaviska Enskilda Banken (SEB) in the Nordic countries started 

its use of intelligent agents with an internal IT help desk application, but 

then made Aida, a Swedish-speaking avatar based on Amelia, available 

to banking customers on a limited basis in order to test her performance 

and customer response. The move is part of a broader objective to shift 

to digital channels for customer support. The bank’s goal is not to replace 

human employees but to provide 24/7 service and facilitate growth 

without adding employees.2

The conservative approach that these companies are taking to cus-

tomer-facing cognitive service is due in part to the technology’s imma-

turity. Facebook, for example, found in 2017 that its Messenger chatbots 

couldn’t answer 70 percent of customer requests without human inter-

vention.3 As a result, Facebook and several other firms are restricting bot-

based interfaces to certain topic domains or conversation types.
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Customers are not particularly pleased about the current state of 

chatbot capabilities either. According to a Chatbots​.org survey of U.S. 

and U.K. consumers conducted in late 2017, over half of respondents 

in both countries were bothered by having to repeat information given 

to a chatbot when escalated to a human agent.4 About a third felt that 

chatbots had a problem with “getting stuck and not knowing what to 

do next.” As a result, over half of the respondents found chatbots to be 

“not effective” or only “somewhat effective.” Clearly there is a need for 

cognitive engagement applications to up their game.

Perhaps in part because of technological immaturity, I have not 

heard of a single customer service or sales representative who has lost 

a job to a cognitive-engagement app, nor are the organizations I have 

researched planning major layoffs in the near future. Their typical goal 

is to use this technology to handle growing numbers of employee and 

customer interactions without adding staff. Some organizations are plan-

ning to transition customer-support personnel to more complex activities 

that bots can’t yet do including handling customer issues that escalate, 

conducting extended unstructured dialogues, or reaching out to custom-

ers before they call in with problems. Many agents say they would be 

happy to hand over routine communications to machines.

Combining Categories

Even within categories, cognitive tools are increasingly being broken 

down into components and application program interfaces (APIs) to 

perform specific tasks. IBM’s Watson, which many think of as a mono-

lithic question-answering machine, is really a collection of APIs. APIs are 

available either as off-the-shelf applications that do specific jobs (typi-

cally from proprietary vendors like IBM) or as open-source applications 

that users can modify. This flexibility allows organizations to integrate 

and assemble components to achieve objectives, which often cross and 

combine the categories above. But doing so requires substantial effort 

and expertise.

One such combined tool set was developed for an Italian insurer 

that wanted a “cognitive help desk” within its IT organization. This is 
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a cognitive engagement application, but since many problems are still 

too difficult to be fully addressed by cognitive technology, the solution 

needed to be augmented by human help-desk representatives. Thus the 

company also needed robotic process automation to route problems to 

the right source of human expertise within IT. Finally, the system had 

to support Italian language text, which was not possible using many 

natural-language processing (NLP) tools.

This cognitive help desk uses unsupervised deep learning technol-

ogy, part of the “cognitive insights” category, from the vendor LoopAI 

Labs (where I am an advisor) as its primary cognitive tool. The software — ​

which as an unsupervised learning tool is relatively unusual — can exam-

ine a collection of text documents in any language and identify key 

concepts, frequently asked questions and answers, previously resolved 

cases that are relevant to a problem at hand, and sections within key 

documents where a needed solution is most likely to be found. When 

combined with the “smart routing” capabilities of robotic process auto-

mation, the system has dramatically cut the resolution time (by 35 per-

cent to 70 percent, depending on the type of question) and improved 

the accuracy of responses (now 70 percent to 85 percent, depending on 

the question) to help desk tickets.

Steps to Becoming a Cognitive Corporation

A key aspect of “what’s happening now” with AI in business is not only 

applications, but capabilities. Many large enterprises are clearly beginning 

to build ongoing capabilities with cognitive technologies and becoming 

“cognitive corporations.” Some of the capabilities to which they aspire 

are driven by the strategic and performance opportunities that cognitive 

technologies offer, but some are driven by the challenges that organiza-

tions have faced as they implemented their first cognitive projects.

It is early days for this transition, but it’s already clear that it is hap-

pening and what some of the key capabilities are. They include:

•  Understanding which technologies perform what types of tasks

•  Building on current strengths in big data and analytics
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•  Creating a prioritized portfolio of technology matched to processes and 

tasks

•  Creating a series of pilot or proof-of-concept projects

•  Engaging in cognitive work redesign using design-thinking principles

•  Focusing on scaling and achieving productivity benefits

Understanding Technologies and Tasks

It’s important to understand which technologies perform what types of 

tasks, and the strengths and limitations of each. I’ve described the differ-

ent technologies and their functions in chapter 1, but organizations and 

managers need to internalize them. “Managers don’t understand cogni-

tive technologies and how they work” was cited as a challenge to their 

successful implementation by 37 percent of respondents in one survey, 

and I encounter this issue in many of the companies I work with.

It’s easy to make mistakes if you don’t understand the tradeoffs behind 

each technology. Rule-based expert systems and robotic process auto-

mation, for example, are transparent in how they do their work, but nei-

ther is capable of learning and improving. Deep learning, on the other 

hand, is great at learning from large volumes of labeled data, but it’s 

almost impossible to understand how it creates the models it does. This 

“black box” issue can be problematic in highly regulated industries like 

financial services, in which regulators insist on knowing why a decision 

is made in a certain way.

As I noted in chapter 1, natural language processing has two alterna-

tive underlying technologies: one is a “brute force” statistical approach 

that requires a lot of data (Google Translate is one of the best examples), 

and the other is a more “semantic” approach requiring description of 

a “knowledge graph” of terms and relationships in the relevant topic 

domain. The creation of a knowledge graph tends to be a time-con-

suming and labor-intensive effort, particularly if the company or the 

vendor is doing it for the first time in a particular knowledge domain. 

Statistical approaches to NLP will work well for a company with a lot of 

data (say, from call center conversations that have been translated into 

text); the approach requires little data, but a lot of up-front architecting 

by human experts.
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Understanding these technologies and tradeoffs will inform decisions 

about which might best address specific needs, which vendors to work 

with, and how quickly a system of a given type can be implemented. 

I have encountered several organizations that have wasted time and 

money pursuing the wrong technology for the job at hand. Acquiring 

this understanding requires ongoing research and education, usually 

from an IT or innovation group. Some of the heads of AI groups I have 

come across say they spend the majority of their time evangelizing 

for and explaining the differences among different types of cognitive 

technologies. That suggests that such individuals need to be as good at 

communicating as they are at data science and programming. I recom-

mend that a company become familiar with at least the tool categories 

described in chapter 1.

Building on Current Analytical Strengths

Many cognitive technologies have statistical analysis and big data ana-

lytics at their core, so it’s important for an organization to leverage those 

capabilities if it already has them. Few professionals have AI backgrounds 

and expertise at this point, so data scientists with statistical and big-data 

skills are most likely to be able to learn the nuts and bolts of these technol-

ogies and help develop and apply them to meet organizational goals. This 

is particularly true if the technologies being employed are some variation 

on statistical machine learning, which is a relatively easy extension of 

predictive analytics in many cases. A main factor in the success of these 

data science types is their willingness to learn new skills and methods. 

Some will leap at the opportunity, while others will want to stick with 

techniques learned in graduate school. Strive to have a high percentage 

of the former.

If you have traditional data science or analytics groups, consider 

putting them at the center of your AI efforts, which will likely tap 

expertise throughout the organization. Whether these efforts are nar-

row, short-term projects or broader, ongoing initiatives, the capabilities 

within these groups will prove essential to progress. If you don’t have 

such groups in-house, you’ll probably have to build an ecosystem of 

external AI-services providers that can supply the needed capability in 
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the near term. Longer term, if you expect to be doing ongoing work 

with AI, you will want to recruit an expert in-house staff.

Given the scarcity of cognitive technology talent, most organiza-

tions should establish a centralized pool of resources — perhaps in a 

central service function like IT or strategy — and make experts available 

to high-priority projects. Later on, as needs and talent proliferate, it 

may make sense to have groups dedicated to particular business func-

tions or units, but even then a central coordinating function can be 

useful in managing projects and careers. Many organizations already 

have central (or centrally coordinated) analytics teams, so it should be 

relatively easy to add AI skills to them.

Creating a Prioritized Portfolio of Projects

It’s critical to engage in systematic evaluation of needs and capabilities 

before launching an AI program. In the companies I have studied, this 

was usually done in a workshop or other small consulting engagement 

that examined three broad areas. Several vendors and consulting firms 

offer such workshops.

The domain assessment looks at the business domains that could ben-

efit most from cognitive applications. Typically those are parts of the 

company where some type of knowledge — insight derived from data 

analysis or a “corpus” of text — would be highly useful, but is not as avail-

able as needed.

•  Knowledge bottlenecks — In some cases, the unavailability of knowl-

edge is due to a bottleneck; knowledge exists somewhere, but is not opti-

mally distributed. That’s often the case in healthcare, for example, where 

knowledge is often siloed within practices or departments, or restricted to 

urban academic medical centers. Memorial Sloan Kettering Cancer Cen-

ter expects, for example, that the primary benefits of its Watson-based 

cancer treatment program will come not from usage within the New 

York–based hospital itself (where there are many expert oncologists), but 

rather in remote clinics and distant regions where expertise is scarce.

•  Scaling challenges — In other cases, knowledge is developable but the 

process is too slow or expensive to scale. Such is the case with knowledge 

developed by expensive brokers or financial advisors. In response, many 
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investment and wealth management firms have developed AI-supported 

“robo-advice” capabilities that cost-effectively provide clients with routine 

sorts of financial guidance.

In the pharmaceutical industry, Pfizer is using IBM’s Watson to acceler-

ate drug-discovery research in immuno-oncology, an emerging approach 

to cancer treatment that uses the body’s immune system to help fight 

cancer. Immuno-oncology drugs can be highly effective, but they can 

take up to twelve years to bring to market in part because the discovery 

process is so laborious. The company has tapped into Watson’s machine 

learning, natural language processing, and other cognitive reasoning 

technologies to support the identification of new drug targets, combina-

tion therapies for study, and patient selection strategies. By combining 

Watson’s capabilities for fast literature review with Pfizer’s own data such 

as lab reports, AI is helping researchers look across disparate data sets to 

surface relationships and reveal hidden patterns that may speed the iden-

tification and development of this new class of drugs.

•  Inadequate firepower — Finally, knowledge or insights might be in 

short supply because the amount of data is too much for human or 

existing computer firepower to adequately analyze and apply. This is 

the case when a firm has big data on consumers’ digital behavior but a 

shortage of insight about what it means or how it can be strategically 

applied. To address this, companies are using machine learning to sup-

port programmatic buying of personalized digital ads, or, in the case of 

some business-to-business firms like Cisco Systems and IBM, to create 

tens of thousands of “propensity models” for determining which cus-

tomers are likely to buy which products.

The use case assessment evaluates the use cases in which cognitive 

applications would generate substantial value and contribute to busi-

ness success. Each case is an application of AI to a business problem. Pri-

oritization of use cases should be based on factors such as how critical 

to strategy it is to address the targeted problem, how much change the 

application would bring about, and how difficult it would be to imple-

ment the proposed AI solution — both technically and organization-

ally. After use cases are constructed, they can be compared according 

to which offer the most short- and long-term value, and which might 
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ultimately be built into a broader platform or suite of cognitive capa-

bilities providing competitive advantage. Since cognitive tools typically 

support individual tasks, they have to be strung together to support an 

entire business process or even an entire job.

The technology assessment examines whether the AI being consid-

ered for each use case is truly up to the task. Chatbots and intelligent 

agents, for example, may frustrate some companies because most of them 

can’t yet match human problem solving beyond simple scripted cases 

(although they are improving rapidly). Other technologies like robotic 

process automation that can streamline manual production systems such 

as invoicing may in fact slow down more complex processes. And deep 

learning visual recognition systems, while they can recognize images in 

photos and videos, require lots of labeled data and may be unable to make 

sense of a complex visual field. This gap between current and desired AI 

capabilities is not always immediately obvious. Thus most companies 

today are piloting cognitive applications, or using them in restricted 

situations, rather than rolling them out across the entire enterprise.

In time, cognitive technologies will transform how companies do busi-

ness. Today, however, it’s wiser to take incremental steps with the cur-

rently available technology while planning for transformational change 

in the not-too-distant future. You may ultimately want to turn routine 

customer interactions over to bots, for example, but for the time being it’s 

likely more feasible — and sensible — to automate your internal IT help 

desk as a step toward the ultimate goal.

Creating Pilots or Proofs-of-Concept

Companies worldwide are undertaking proof-of-concept projects or 

pilots to explore the impacts of cognitive technologies. This is a good 

idea if the projects have high potential business value and if they allow 

the organization to test multiple different technologies. Some such 

projects can be pieces of potentially larger and more ambitious plans; 

some can stand alone. Pfizer, for example, has over a hundred projects 

across the company that employ some form of cognitive technology; 

many are pilots, and some are now in production.
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Pilot projects should be selected and prioritized using criteria described 

above. Take special care to avoid “injections” of projects by senior exec-

utives who have been influenced by technology vendors. Just because 

executives and boards of directors may feel pressure to “do something 

cognitive” doesn’t mean you should do something dumb. Because 

injected pilots don’t go through a rigorous assessment process, they often 

fail, which can significantly set back the organization’s AI program.

If the company plans to launch several pilots, consider creating a 

“cognitive center of excellence” or similar structure to manage them. 

This approach helps build the needed technology skills and capabilities 

within the organization, while also helping to move small pilots into 

broader production applications that will have a greater impact. At the 

medical technology giant BD, for example, a “Global Automation” func-

tion within the company’s IT organization oversees a number of cogni-

tive technology pilots, particularly employing intelligent digital agents 

and robotic process automation (the RPA work is done in partnership 

with the company’s Global Shared Services organization). The group 

has developed a series of end-to-end process maps that guide cognitive-

project implementation and help reveal automation opportunities. In 

addition, the function has developed graphical “heat maps” that indi-

cate the organizational activities that are most amenable to AI inter-

ventions. BD has already successfully implemented intelligent agents 

in IT support processes, but does not believe that the technology can 

yet scale to support a large-scale enterprise processes like order-to-cash.

The health insurer Anthem has developed a similar function that it 

calls the Cognitive Capability Office. The company’s chief information 

officer, Tom Miller (to whom the office reports), says that in establishing 

a centralized office for project prioritization, management, and review, 

Anthem is treating cognitive technology just like any other high-value 

business opportunity. The company is working on a variety of projects 

including robotic process automation systems, but the primary focus is 

to embed cognitive capabilities into a large-scale modernization of trans-

action systems. The company is standardizing, then automating, man-

ual work in areas like claims.
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Some firms embed their work on AI into a broader center for innova-

tion and other new technologies. These are often separate from a com-

pany’s headquarters and may be based in technology-oriented regions 

like Silicon Valley. Lowe’s, for example, the home improvement retailer, 

established Lowe’s Innovation Labs in the Seattle area. It pursues AI 

technologies primarily in the form of the LoweBot, a robot that can 

navigate the aisles of Lowe’s stores autonomously. When customers are 

present in the stores, it can guide them to particular items they are seek-

ing using voice recognition or a touchscreen display. When the stores 

are closed, the LoweBot doesn’t retire for the evening, but rather spots 

misplaced items or low levels of inventory for items. LoweBots are being 

piloted in stores in Silicon Valley, where customers are presumably com-

fortable with technology.5

Sompo Holdings, an insurance company I mentioned in chapter 1, 

is also taking this broader innovation approach. It has a series of Sompo 

Digital Labs in Tokyo, Silicon Valley, and Tel Aviv. The Tokyo lab is 

exploring automated machine learning technology and IBM Watson; 

the Silicon Valley lab focuses on autonomous vehicles and other tech-

nologies, and the Tel Aviv lab focuses primarily on cybersecurity, includ-

ing AI approaches to cybersecurity. The goal for each lab to work with 

AI and other technologies that can help to transform insurance and be 

incorporated into production deployments.

Engaging in Cognitive Work Redesign

As cognitive technologies are developed, organizations should think 

through how work will be done with a given new application, focusing 

specifically on the division of labor between humans and the AI. Some 

cognitive projects will involve 80 percent machine-based decisions and 

20 percent human ones; others the converse. Systematic design activ-

ity is necessary to determine how humans and machines will augment 

each other’s strengths and compensate for their weaknesses.

At the investment firm Vanguard, for example, a new Personal Advisor 

Services (PAS) offering combines automated investment advice and guid-

ance from human advisors at a lower cost than purely human-advised 
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investing. The PAS technology performs many of the traditional tasks 

of investment advising, including constructing a customized portfolio, 

rebalancing portfolios over time, tax loss harvesting, tax-efficient invest-

ment selection, and creating recommendations for safe withdrawal 

amounts for retirees. The system took over some tasks from advisors, 

including acquiring basic information from customers and presenting 

financial status information to them — tasks that were sometimes con-

sidered tedious for human advisors anyway.

Vanguard’s advisory services requires customers to input more infor-

mation about themselves than they traditionally had, and to furnish 

information about non-Vanguard assets to their advisor or directly to 

the system. It makes somewhat complex information (for example, 

about Monte Carlo simulations of how long a portfolio would last in 

retirement) directly available to customers, and allows customers to 

override actions that the automated system planned. Machine learning 

technology helps provide each customer with the likelihood that their 

retirement assets will outlive them.

For Vanguard’s human advisors, several of whom helped develop PAS, 

the new work process required undertaking some new roles. The pri-

mary description of their new role was to be an “investing coach,” able 

to answer investor questions, encourage healthy financial behaviors, 

and be, in Vanguard’s words, “an emotional circuit breaker” to keep 

investors on their plan. Advisors are encouraged to learn about behav-

ioral finance to perform these roles effectively. To keep costs down and 

preserve face-to-face contact with investors, advisors often employ vid-

eoconferencing technology for occasional meetings. The PAS approach 

has been highly successful, quickly gathering more than $100 billion in 

assets under management, and customer satisfaction with the offering 

is high. Contrary to the stereotype of who will gravitate toward auto-

mated advice, the majority of customers are over fifty-five.

While Vanguard understood the importance of work redesign when 

implementing cognitive technologies, many companies have simply 

“paved the cow path” by automating existing work processes, particu-

larly when using robotic process automation technology (as I noted 

above in the section discussing that technology). Automating established 
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workflows can be a fast way to get to implementation and ROI, but it 

does miss the opportunity to take full advantage of AI capabilities and 

substantially improve the process.

Cognitive work redesign benefits from applying design-thinking 

principles such as understanding customer or end-user needs, involving 

employees whose work will be restructured, treating designs as experi-

mental “first drafts,” considering multiple alternatives, and explicitly 

considering cognitive technology capabilities in the design process. Most 

cognitive projects will also benefit from more iterative, agile approaches 

to development, including of their work design components.

Focusing on Scaling and Achieving Productivity Benefits

Many organizations have successfully launched cognitive pilots, but 

for several reasons they haven’t had as much success rolling them out 

at production scale. Most companies are just getting familiar with the 

technology, and it is not fully mature yet in many cases. And produc-

tion usage of cognitive systems requires substantial modification of 

existing ways of working.

Detailed plans for scaling up, which requires collaboration between 

technology experts and owners of the business process being auto-

mated, need to be developed before rollout begins. Given that cogni-

tive technologies typically support individual tasks rather than entire 

processes, scale-up almost always requires integration with existing sys-

tems and processes. Firms should examine whether that’s possible from 

the beginning.

If the application depends on special technology that is difficult to 

source, that will also limit scale-up. Business process or function owners 

should discuss these scaling considerations with a company’s IT organi-

zation before or during the pilot phase. An end run around IT is unlikely 

to be successful, even for relatively simple technologies like RPA. Inte-

gration with existing systems and processes was the greatest challenge 

organizations in the Deloitte “cognitive aware” survey encountered with 

the technology.

Full rollouts may also involve substantial change-management chal-

lenges. At one U.S. apparel retail chain, for example, the pilot project 
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for what was expected to become a comprehensive AI implementation 

involved only a small subset of test stores. It incorporated machine 

learning for online product recommendations, predictions for optimal 

inventory and rapid replenishment models, and — most difficult of 

all — merchandising. Buyers, used to ordering product on the basis of 

their intuition, made comments like, “If you’re going to trust this, what 

do you need me for?” After the pilot, the buyers went as a group to the 

chief merchandising officer and requested that the program be killed. To 

his credit, he pointed out that the results were positive and warranted 

expanding the project. He determined that buyers, freed of certain mer-

chandising tasks, could take on more high-value work that humans can 

still do better than machines, such as understanding younger custom-

ers’ desires and determining apparel manufacturers’ future plans. But 

he realized that the buyers needed to be educated about a new way of 

working.

If scaling is to succeed, firms must also work to improve productiv-

ity. Cognitive technology may not result in savings from large layoffs 

anytime soon, but it does need to provide some business value. Many 

firms, for example, plan to grow their way into productivity — adding 

customers and transactions without adding staff. If headcount reduc-

tion is to be the primary factor justifying the investment, companies 

should ideally plan for those benefits to be realized over time through 

attrition or from elimination of outsourcing.

The Future Cognitive Company

The collection of consulting projects, the “cognitive aware” survey of 

managers, and interviews with companies suggest that managers who 

are experienced with AI are bullish on its prospects and moving ahead 

rapidly, if experimentally, with it. Although the early successes are 

relatively modest, I have no doubt that these technologies will even-

tually transform work. It seems likely that companies adopting these 

tools in moderation now — but that have aggressive implementation 

plans — will be as successful in their industries as those that embraced 

analytics early on.
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Through the application of AI, information-intensive sectors such as 

marketing, healthcare, financial services, education, and professional ser-

vices could become simultaneously more valuable and less expensive to 

society. The advice and recommendations they offer could be data-driven, 

could improve over time and with more data, and could be offered with 

little or no human intervention.

The execution and management of business drudgery in every industry 

and function — overseeing routine transactions, repeatedly answering the 

same questions, and extracting data from endless documents — ​could 

become the province of machines, freeing up human workers to be more 

productive and creative. Cognitive technologies are also the catalyst for 

making other data-intensive technologies succeed, including autono-

mous vehicles, the Internet of Things, and consumer technologies like 

mobile and multi-channel marketing.

There is no reason virtually every large company shouldn’t be 

exploring cognitive technologies. Those who explore them earlier and 

more successfully, those who integrate AI with their business processes, 

and those who identify and nurture effective collaborations between 

humans and machines — those companies will dominate the future. 

They’ll have more appealing products and services, more productive 

and effective processes, and people who have the time and freedom to 

be creative and resourceful on behalf of customers.

There will inevitably be some bumps in the road along the way to 

this future, and we need to keep our eyes looking far ahead for issues of 

workforce displacement (treated in chapter 6), technology challenges 

(chapter 7), and the organizational and social changes accompanying 

the use of smart machines (addressed in chapter 8). The application of 

AI to a large variety of business problems is clearly off and running.
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Artificial intelligence or cognitive technologies are burgeoning in the 

business world, but many companies are not yet getting strategic value 

from their projects and investments.1Their initiatives are not targeted 

at important business problems or opportunities. They may lack critical 

resources needed to achieve substantial projects. As one AI startup CEO 

put it, “AI has enormous promise but also a 1% problem. Less than 10 

companies in the world are achieving the full potential of AI and the 

rest are really struggling.”2 This may be slightly exaggerated, but there 

is definitely truth to it.

A strategy for AI/cognitive technologies can help to address this prob-

lem. Some may question the value of a strategy for a specific technol-

ogy, but it is warranted when the technology has significant potential 

to transform a business. Surveys of managers on cognitive technology 

bear out this potential significance. In a 2018 survey of senior execu-

tives in fifty large firms by NewVantage Partners, 72 percent of respon-

dents named AI/cognitive technologies the disruptive technology they 

most expect to have an impact on their firms over the next decade — far 

higher than for any other technology. Respondents to the Deloitte 

“cognitive aware” survey that I have mentioned previously also ranked 

AI higher than any other technology in current importance.

If companies developed strategies for cognitive technology, it 

wouldn’t be the first time that many did so for a specific technol-

ogy. Many firms, for example, developed e-commerce strategies. More 

recently, digital strategy — a vague term, but one that includes a variety 

of ways to use information technology for business advantage — has 
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been undertaken by many firms as well. Some firms also employed big 

data strategies to harness new data types and to develop the capabilities 

to analyze them.

Some may also feel that it is too early in the enterprise use of AI 

to create a full-blown strategy. But I know of many firms that have at 

least created aspects of an explicit strategy in some form of document, 

and many more who have answered — explicitly or implicitly — some 

strategic questions about their use of AI. So I would argue that it’s not 

too early, and in any case, the strategic issues addressed in this chapter 

could easily inform an organization’s thinking and posture on AI even 

if they’re not ready for a fully articulated strategy.

One of the most important aspects of any strategy is how a key 

resource is going to affect your business. There are many potential 

choices for how cognitive technologies can change a company’s strat-

egy, products or business models — essentially the choice about how to 

use AI in your business. Strategies within companies or organizations 

are typically focused on two things: 1. What the organization sells or 

makes available to customers — its products and services; and 2. How it 

sells those offerings in the marketplace and makes money on them. In 

this chapter I’ll describe both of these strategic elements in sections on 

products and business models. I’ll also describe why, in many cases, AI 

hasn’t really affected business models dramatically and how companies 

can make their AI work more strategic in nature.

There are also some key questions about how to build a strategy for 

AI and the necessary strategic capabilities to succeed. A section in this 

chapter describes the process for developing an AI strategy, and the key 

decisions relative to people who will build AI and the content of AI sys-

tems. I will also discuss just how ambitious an organization should be 

in its AI strategy. I’ll end the chapter with a brief focus on how govern-

ments around the world are taking a strategic look at AI, and how that 

might influence businesses. Broader topics like technology strategies 

for AI and how to deal with organizational change management and 

issues are treated in separate chapters. In the next section we will turn 

to organizations that have surveyed executives to find out how they are 

thinking about the impact of AI on strategy.
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The Strategic Impact of Cognitive Technologies

The 2017 survey by Deloitte of 250 “cognitive aware” executives found 

an extremely positive attitude toward cognitive technologies and their 

potential to drive change.3 Eighty-eight percent of respondents in that 

survey agreed that cognitive technologies are either “important” or 

“very important” to product and service offerings, and even more — 93 

percent — agreed that they are important or very important to inter-

nal business processes. Although the technology is in its early stages 

of adoption, 83 percent said their companies have already achieved 

either moderate or substantial benefits from it. Seventy-six percent also 

believed that the technology would “substantially change” their com-

panies within the next three years.

That survey also asked respondents their objectives for using cog-

nitive capabilities in their business. Somewhat surprisingly, the most 

common response was to enhance existing products and services. More 

than half ranked that among the top three objectives. Creating new 

products and pursuing new markets also received a substantial level of 

support. “Reduce headcount through automation” was the least com-

mon response. All of the responses and the percentages selecting them 

(as first choice and then among the top three choices) are shown 

in figure 4.1.

Other surveys are also revealing about the strategic impact of cogni-

tive technologies. A 2017 Genpact-sponsored survey of 300 global exec-

utives, for example, split respondents into “leaders” and “laggards” on 

benefits achieved from the technologies thus far.4 In that survey, more 

than 40 percent of leaders said that AI improves the customer experi-

ence. Leaders were almost twice as likely to achieve increased revenues 

from AI (45 percent of leaders, compared to 25 percent of all respon-

dents). When asked about their expectations three years from 2017, 

87 percent of all respondents expect that AI will bring better customer 

experiences.

A Teradata survey of 260 senior executives from mid-to-large size 

organizations in the United States, Europe, and Asia found that the most 

common areas for driving revenue from AI investment were product 
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innovation/R&D (50 percent), customer service (46 percent), and supply 

chain and operations (42 percent). In terms of future investment, the pri-

mary business domains were customer experience (62 percent), product 

innovation (59 percent), and operational excellence (55 percent). Secu-

rity and risk mitigation were also rated top priorities in both current 

and future investment.5

I mentioned the 2018 Gartner CIO survey in chapter 2, but a much 

smaller Gartner survey in July 2017 sheds light on the areas of the busi-

ness to which cognitive technologies are being applied.6 When eighty 

Gartner Research Circle members were asked about implementations 

in their organizations, the most common function (34 percent) was 

“customer engagement.” A related area, “call center service/support” 

was second most common, with 29 percent, and “digital marketing” 

was third with 23 percent. The survey results also suggested that AI capa-

bilities would be embedded within virtually all new software products 

by the year 2020.

A substantially larger McKinsey survey in 2017 had 3,000 global 

respondents, but similar to the other surveys, only 20 percent reported 

Figure 4.1
Benefits Sought from Cognitive Technologies

Source: 2017 Deloitte “Cognitive Aware” Survey
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that their companies were using cognitive technologies “at scale.”7 That 

survey didn’t address the areas of application for cognitive in detail but 

it notes that firms in the survey tended to adopt cognitive technolo-

gies affecting the “part of their value chain closest to the core.” The 

authors give the example of the application of cognitive technologies 

to operations in such operationally intensive industries as automotive 

and assembly, consumer packaged goods, and utilities and resources. 

Operations and customer service were the most important areas for 

financial services firms. That is certainly a logical thing to do, and it’s 

great that companies are being logical in their cognitive strategies.

The nature of the firm that conducts the survey may influence the 

results from it (not from distortion, but from the types of respondents 

surveyed and their concerns). TCS, a firm that does substantial work in 

IT operations and outsourcing, surveyed 835 large firms in 2017 about 

the areas to which they are applying cognitive technologies.8 The top 

areas for application all involved IT:

Detecting and deterring security intrusions( 44 percent)

Resolving users’ technology problems (41 percent)

Reducing production management work by automating it (34 percent)

Gauging internal compliance in using approved tech vendors (34 

percent)

Automating IT processes is undeniably important, but in most orga-

nizations it is a more tactical concern than improving products and 

services or relationships with customers. In the TCS survey, the most 

common application area outside of IT was “anticipating future cus-

tomer purchases and presenting offers accordingly,” with 19 percent.

A Problems/Issues/Opportunities Strategy

As these survey results suggest, one key decision that almost every 

organization faces with cognitive technology is where in the busi-

ness to apply it. What business problems, issues, or opportunities 

can benefit from the use of cognitive technologies? Most business-

people recognize that AI involves versions of knowledge, insight, and 
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perception. But beyond that there are many specific decisions to be 

made about application.

Strategic thinking is, or at least should be, broad, high-level, and aspira-

tional. So from an AI standpoint, the topics and examples in this chapter 

should have those attributes. However, as previous chapters have sug-

gested, this is a bit of a problem with existing cognitive technologies. They 

perform relatively narrow tasks and primarily augment the work of human 

beings. So that generally means that they bring about incremental change, 

not transformational or disruptive change. And some of the “moon shot” 

AI projects that do involve highly strategic objectives — treating can-

cer, for example — have not always gone well. However, as I pointed 

out in the previous chapter, it is possible to aggregate a variety of 

shorter-term projects toward a larger, more strategic objective.

Internal or External Objectives?

Cognitive technologies can support so many different objectives that 

it’s important to make strategic choices about which ones to emphasize. 

One key question is whether to focus on internal operations or external 

success with customers and products. Internal objectives might involve 

automating existing processes to cut costs, or optimizing internal deci-

sions in functions like finance or supply chain management. Externally, 

a company might want to better understand and develop relationships 

with a particular type of customer, and use machine learning to analyze 

highly granular data on the customer. Or it might want to embed cog-

nitive capabilities into a particular type of product.

This decision about the type of cognitive objectives to pursue should 

largely driven by business strategy. Verizon Wireless, for example, was 

beginning to experience small losses in revenue after many years of rapid 

growth. Its focus on cognitive technology was on externally oriented 

applications that lead to market growth — such as recommendations for 

new products and services, intelligent agents to increase customer sat-

isfaction, and highly granular customer analysis to identify those most 

likely to spend more with the company.

A large European bank had a largely internally focused business 

strategy, which resulted in a different cognitive strategy. The company 
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had a strong cost reduction orientation in a financial environment of 

very low interest rates. A major emphasis of its cognitive strategy was to 

support cost reduction through automation of jobs (mostly outsourced, 

but some internal as well) through robotic process automation. Wealth 

management was another long-term focus at the company, and it was 

working on cognitive technologies to support that emphasis. But given 

the cost reduction focus, the bank was attempting to develop a com-

mon technology approach for wealth management worldwide, rather 

than the decentralized approach by geographic region and client wealth 

levels that it had followed in the past.

Some firms have a multipronged focus with cognitive. GE has both 

an internal and external focus, with very different types of applications. 

Internally, a major usage of cognitive technology has been to apply 

machine learning to unify key data elements. I’ve mentioned this use of 

probabilistic matching across databases to create a unified supplier data-

base. The technology could determine that “Acme Widgets Inc.” at 123 

Main St., Brooklyn, N.Y., was very likely to be the same firm as “Acme 

Inc.” at “123 Main” in Brooklyn, and combine the two supplier records 

with little or no human intervention.

GE then moved on to customer and product data. In the customer 

domain, the company realized that some needed transformations in 

its sales approaches couldn’t happen without an integration of its cus-

tomer data. The company had over fifty different versions of its cus-

tomer relationship management system. Even though they were all 

using Salesforce​.com, they couldn’t get an integrated perspective across 

the data in the systems. Using machine learning, GE integrated the data 

into a common Customer Hub; all the customer data from the different 

CRM systems is now unified in the hub. The project was finished in less 

than a year, and now salespeople can see what a customer is doing with 

GE all across the diversified company.9

Externally, I mentioned in the last chapter the GE “digital twin” 

approach to its digital/industrial strategy. That innovation enables pre-

dictive asset management on GE’s industrial devices, and it’s a good 

example of an external, product-oriented approach because it makes GE’s 

products and services more desirable and distinctive in the marketplace.
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Firms can also apply cognitive technology to advance external regu-

latory compliance and risk management objectives. This is particularly 

common in financial services firms. At NASDAQ (well known as a stock 

exchange, but also a financial information and software provider), for 

example, a key focus of cognitive initiatives has been on identifying 

potentially fraudulent or illegal financial trades and traders. Much of the 

company’s efforts has been based on acquisitions or relationships with 

external cognitive startups. In 2015 it bought SMARTS, an Australia-based 

company that uses rules and machine learning to identify potentially 

problematic trades. And in 2017 it partnered with Digital Reasoning, a 

company that employs natural language processing, to identify commu-

nications among traders that might signal malfeasance. NASDAQ offers 

the combined capabilities from these two systems to other exchanges 

and to buyers and sellers of financial instruments.

Bank of New Zealand is one of many financial services companies 

that are employing cognitive technologies to fight financial crime and 

fraud. Financial crimes are amorphous and temporal by nature, so tools 

for identifying and fighting them should learn quickly and adapt to 

the ever-changing profile or malicious activities. They should augment 

human investigators and analysts by unifying intelligence from the vast 

and constantly growing amount of structured and unstructured data 

coming from systems of record, e-mails, and customer support tickets, as 

well as external sources.

Unfortunately most traditional crime detection approaches focus 

on structured data only and are based on rigid rules or rely on long 

model development and deployment cycles. This results in time gaps 

between initial crime and its discovery, leading to an endless loop of 

fraud–discovery–new fraud as crime schemes morph when identified. 

Another consequence is that existing legacy crime detection systems 

identify too many false positives that waste investigators’ time and 

increase the risk of focusing on the wrong actors. A new approach is 

needed to zero in on the alerts that matter.

Bank of New Zealand (BNZ) is working in an early adopter program 

with Intel Saffron (an AI tool that Intel acquired in 2015), which has 

developed collaborative decision systems using associative memory AI 
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to address this issue. The technology is grounded in identifying, count-

ing, and analyzing associations across structured and unstructured data 

sets to highlight patterns, trends, anomalies, and similarities. The goal 

of the technology is to deliver a fast and transparent path to insight 

without requiring a preset model.

BNZ’s investigators and analysts will use Intel Saffron to identify and 

prioritize anomalous activity based on risk scores. They will attempt to 

reduce the number of wrongly flagged customers or transactions and to 

accelerate the investigatory process and the accuracy of its outcomes. 

Offering a complete audit trail of the data used throughout the process, 

the system will also help the investigation teams address the increasing 

regulatory compliance challenge.

Customer-Focused Strategies

It’s almost always a good idea to apply new technologies in ways that 

benefit customers. As I mentioned above, Verizon — specifically the 

Data Science and Cognitive Intelligence group, headed by Asim Tewary — ​

focuses on applying analytics and cognitive technology to Verizon’s inter-

actions with customers. The group works closely, for example, with the 

company’s marketing, digital operations, and customer care functions. 

Its strategic objective is to add increasing levels of intelligence to the 

company’s marketing and customer service applications so that they ulti-

mately pass the Turing Test — the long-standing but seldom realized objec-

tive that a user of an AI system would not be able to distinguish between it 

and a human. Verizon also has other internal groups that are focused on 

embedding AI capabilities in products, and on internal capabilities like 

the supply chain, but the customer focus is a strong one.

Capital One, the consumer-oriented bank that pioneered the use of 

many forms of analytics in banking, is now pursuing a variety of cogni-

tive projects that have the ultimate potential of changing how people 

interact with their bank. It has undertaken a variety of AI projects that 

facilitate customer transactions, improve marketing, and help to pre-

vent fraud.10 As an initial foray, Capital One in 2016 became the first 

bank to allow access to customer accounts from the Amazon Alexa plat-

form. In 2017 the bank announced the availability of Eno, a text-based 
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chatbot allowing customers to check balances, pay bills, and do other 

simple transactions.

For its website, Capital One developed a machine learning applica-

tion that allows it to customize site content based on the products and 

services the customer seems to be looking for. It also monitors fraud-ori-

ented behavior, such as the length of time a user takes to enter security 

information.11

Capital One would also like to use sophisticated cognitive 

technologies — deep learning in particular — to make decisions at the 

heart of its business success, such as who should receive credit at what 

price.12 However, the lack of algorithmic transparency in deep learning 

models currently means that regulators would not approve these methods. 

But Capital One is sufficiently devoted to strategic AI that it has formed a 

group to try to increase the level of transparency in these methods — an 

area of investigation generally reserved for academic researchers.

Verizon’s attempt to beat the Turing Test, and Capital One’s efforts to 

establish new frontiers in customer service, fraud, and credit decision-

making, are clearly examples of customer-focused strategic initiatives. 

Each individual project these companies are pursuing may not be earth 

shattering, but together they will change how they go to market.

Making Better Internal Decisions

In terms of internally focused applications of AI, those focused on 

improving internal decisions are the most common. The role of cogni-

tive technologies here — typically machine learning — is to enable deci-

sions based on more detailed and faster-moving data. In many cases 

that means external data — which is welcome, because business deci-

sions have long been based primarily on external data.

I will describe many examples of using machine learning for better 

internal decisions throughout this book. They include decisions related 

to marketing (personalized ads and offers), pricing, demand planning, 

operational planning, and even strategic planning.

For one detailed example, I’ll describe the work of OpenMatters, a 

startup that uses AI and external data to classify and recommend busi-

ness models. I’m on the board of this company, so I’m pretty familiar 
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with it. The focus of the company is to analyze external company per-

formance data and statements from company management in order 

to diagnose their business model (the four basic types are “assets and 

things,” “people and services,” “software and data,” and “platforms and 

networks.” Asset-intensive businesses have the lowest valuations; digital 

network orchestrators the highest. The founder, Barry Libert, has pub-

lished multiple articles and books around the idea that different business 

models yield different corporate valuations.13 The AI tool diagnoses what 

business model the company is in, and recommends steps the company 

might take to change or augment its business model. Libert has already 

used the tool in his own consulting, and has struck deals with several 

professional services firms for them to use it in their work with clients.

In a similar context, Boston Consulting Group has begun to quan-

tify and analyze with machine learning tools the strategic orientations 

of companies, comparing them, for example, in terms of the need for 

large-scale transformation.14 It is likely that we will see more consult-

ing and professional services organizations employing such tools, and 

that they will eventually be adopted by client companies for their own 

ongoing use. These applications suggest that the impacts of AI on senior 

managers may ultimately be as great as that on front-line workers.

Developing New or Enhanced Product/Service Offerings

I was excited that many companies in the surveys mentioned earlier 

seem to be using cognitive technologies to develop new or enhanced 

product and service offerings. It’s good news because it means that 

companies think they can make money or make their customers happy 

with cognitive capabilities. That in turn means that money and other 

resources will flow toward cognitive projects and senior executives will 

be more interested.

IT Products

We’ve been familiar with this product enhancement category in tech-

nology products for a while. Apple’s Siri, Google’s voice recognition, and 

Amazon’s Alexa are all examples of adding cognitive speech recognition 
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to product offerings, and they generally work quite well. Anyone using 

Google’s Gmail or Inbox email applications will be familiar with the 

message classification and suggested replies that, respectively, preserve 

your attention and increase your productivity. We increasingly expect 

that our smartphones and apps will have such intelligence. These tools 

are likely to go well beyond their current functionality in the future to 

become “beachheads” in the home or office that gather, analyze, and 

add value to human activities — and help to make their providers richer 

and more successful.

Another example of a technology company with a largely product-

focused approach to AI is Lenovo. The company has announced a series 

of cognitive technology–driven products that may be influential in the 

company’s future product lines. They include: a context aware virtual 

assistant (CAVA) that uses facial recognition and natural language pro-

cessing to make recommendations, SmartVest smart clothing that uses 

ten sensors and an ECG to monitor heart conditions; and the Xiaole 

platform, which is expected to “constantly learn from conversations 

with customers and adjust accordingly to provide a personalized and 

customized user experience.” Certainly the specific products that even-

tually reach the marketplace will vary from these concepts, but they do 

bespeak a broad orientation by the company to embedding cognitive 

technology in their offerings.

As at Lenovo, most of the IT innovations from AI thus far have 

involved the user interface. But there are also developments involving 

the automated creation of the software programs that make technology 

work. This field goes under various names, such as code generation, 

metaprogramming, intentional programming, and model-based soft-

ware engineering. It has been practiced at some level for a while, but 

has yet to make major inroads into the software development field. 

Thus far it has been used to increase the productivity of individual pro-

grammers, and to reduce the number of errors in the software they 

create. But there is no indication that it has eliminated programmers 

or even reduced the demand for them. However, I believe these devel-

opments will eventually call into question the idea that all students 

should learn computer programming.15
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AI is also being used to automate or partially automate certain 

aspects of the software development process — that is, the creation of 

IT products — ​beyond basic programming. Software testing and quality 

assurance, for example, have been labor-intensive processes. But auto-

mated testing software can create thousands of test scripts in a few sec-

onds that test many different uses of the software being tested. Again, 

however, this is creating only an incremental improvement in the over-

all speed and productivity of software development. These outcomes 

will probably increase and improve in an evolutionary fashion unless 

there is some dramatic AI breakthrough.

Plenty of evidence shows increasing numbers of software tasks 

can be directed and accomplished by nonprofessionals, and this will 

advance with cognitive technology assistance within IT products and 

services. Amateurs can already design websites, analyze data statisti-

cally, develop mobile apps, and even develop telecommunications net-

works with point-and-click interfaces and relatively few programming 

skills. Adding more intelligence to all kinds of programs will increase 

the roles that amateurs can play.

Finally, IT hardware products and architectures are also evolving 

to address the needs of AI and cognitive applications. Semiconductor 

firms, for example, are changing their architectures to speed AI-oriented 

computing. Firms are trying to emulate the success of Nvidia, whose 

graphics processing units (GPUs) were discovered to be well suited to 

deep learning applications, and whose financial fortunes have pros-

pered greatly as a result. Chips are also being redesigned to handle the 

massive amounts of data that are produced in applications like autono-

mous vehicles.16

Product and Service Design

Software is also used to design products, and the field of product and 

service design is already evolving with the help of cognitive tools. Genera-

tive design, a new approach to computer-aided design, employs machine 

learning algorithms to translate high-level design goals and constraints 

into thousands of possible designs — most of which the human designer 

didn’t anticipate. Autodesk is the most aggressive advocate of generative 
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design, and is using it, for example, to help Airbus design a new light-

weight cabin partition.17 And for Autodesk, of course, this is an example 

of using cognitive capabilities to enhance an existing product.

Cognitive technology can even help service designers turn their high-

level design thinking into products — at least if their products involve bits 

rather than atoms. At Airbnb, for example, the founders of the company 

have had a very strong design orientation (they met at the Rhode Island 

School of Design). New product/service design at Airbnb is typically very 

visually oriented; designers draw images on whiteboards, for example, 

to visualize key aspects of new offerings. Eventually, however, those 

hand-drawn designs have to be turned into code if they are going to be 

deployed on websites, in databases, and in online marketing campaigns.

In order to reduce the cycle time to get new products into the mar-

ketplace, Airbnb has developed an AI-based system that automatically 

translates informal design elements into code. Design technology lead 

Marcus Wilkins commented:

We’ve experimented using the same technology to live-code prototypes from 

whiteboard drawings, to translate high fidelity mocks into component specifi-

cations for our engineers, and to translate production code into design files for 

iteration by our designers.18

The company plans for AI-assisted prototyping to eventually be 

embedded in its product development software suite.

Non-IT Products and Services

We’re beginning to see cognitive capabilities in product development 

or enhancement contexts outside of software and IT businesses as well. 

Since 2013, for example, Monsanto (which has been acquired by Bayer) 

has been offering prescriptive planting services for farmers that rely heav-

ily on machine learning models of climate data, soil characteristics, and 

seed performance. Climate researchers can also use deep learning models 

to analyze satellite images. Monsanto had to spend roughly a billion 

dollars to get the climate data (from its acquisition of Climate Corpo-

ration for that price), but the machine learning models that analyze 

Climate’s highly detailed and locale-specific weather data make it much 

easier for farmers to know when to plant, water, fertilize, harvest, and so 
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forth. Farmers pay for this advice, which is easier to justify when their 

crop yields increase by 10 to 15 percent — a typical improvement level. 

This approach is one component of “precision agriculture,” which is 

expected to be necessary to feed the world’s population.19

Another machine learning-based service that many companies are 

adding to their products today is predictive maintenance (sometimes 

called predictive asset management). I’ve already mentioned that service 

at GE, where it’s a big part of the company’s “digital industrial” push. 

But other industrial companies like Cummins Engine, Boeing, Caterpillar, 

and Robert Bosch are all using similar approaches. The data comes from 

sensors, and typically forms a time series of data. If companies can cre-

ate labeled data that is associated with both healthy machines and those 

that have broken down, it’s relatively easy to train models to identify 

when a machine is likely to break in the future. As industrial products 

become more reliable, some of these companies have had difficulty 

finding enough breakdown data to help their models predict it.

Entirely New Products

It is perhaps somewhat more difficult to use cognitive technologies to 

develop entirely new products than to enhance existing ones. That’s 

particularly true in the pharmaceutical industry, where developing new 

drugs is extraordinarily time-consuming and expensive. To speed up 

that process and to try to make it more efficient, several pharma firms 

are trying to use cognitive technologies — IBM Watson in particular — ​

to help develop new drugs.

One key reason for using Watson is that the average pharmaceutical 

researcher reads between 200 and 300 articles in a given year20, while 

Watson for Drug Discovery has ingested 27 million Medline abstracts, 

more than 1 million full-text medical journal articles, and 4 million 

patents — and Watson is regularly updated. Watson for Drug Discov-

ery can be augmented with an organization’s private data, such as lab 

reports, and can help researchers look across disparate data sets to sur-

face relationships and reveal hidden patterns through dynamic visual-

izations. None of these pharma firms is quite ready to declare victory in 

this drug development crusade, but executives in several firms do say 
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that Watson has already helped to identify potential targets for drugs 

and has done so faster than it would have without the technology.

A related development is to use AI capabilities in products that 

determine whether a patient is taking the right drugs. Express Scripts, 

historically a major pharmacy benefits manager and distributor of pre-

scription drugs, is adding new services and products that address that 

issue. The company offers a “drug utilization review” service to health 

insurers that evaluates new prescriptions for a patient relative to the 

other drugs the patient is taking. In the time that the patient is waiting 

for the prescription to be filled, the service can inform the pharmacist 

that the new drug is contraindicated with an existing prescription. The 

pharmacist can then discuss the potential problem with the patient.21

Express Scripts is also incorporating this type of capability into 

products. It is incorporating sensors and AI within an asthma inhaler that 

tracks a patient’s usage of the device against his medical history to offer 

recommendations about more effective use of asthma medications.22

Another extension of the AI-based recommendation idea is to apply it 

to cosmetics and beauty aids. Procter & Gamble has used this approach 

to offer the Olay Skin Advisor app. It takes smartphone photographs 

of human (mostly female, presumably) faces and uses deep learning to 

analyze skin age and problem areas. It then recommends Olay skin care 

products that would be particularly well suited to the customer’s skin.

New Business Models

Cognitive technologies can certainly support or drive strategic changes 

in business models. By “business models” I mean new ways to make 

money or serve customers; they include approaches to offering existing 

products and services, ways of going to market, distribution channels, 

and entering industries for companies beyond their existing ones.

New AI-Driven Business Models in the Automobile Industry

Perhaps the best examples today of established companies trying to 

change their business models with the help of AI are the automo-

bile manufacturers Ford and General Motors. These companies were 
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paragons of the industrial age, but they are seeking a new future based 

on electric vehicles, autonomous driving, and shared vehicles. Ford’s 

new mission statement is “To become the world’s most trusted mobil-

ity company by designing smart vehicles for a smart world.”23 GM isn’t 

quite as aggressive in its objectives, but it too is trying to “translate 

breakthrough technologies into vehicles and experiences that people 

love.” GM also wants to monetize some of the data generated by its 

almost nine million connected vehicles.

Both autonomous driving and shared vehicles depend heavily on AI 

capabilities (electric vehicles don’t generally depend on them, although 

Toyota is apparently using AI to identify new materials for batteries or 

hydrogen fuel catalysts).24 The need for AI in autonomous vehicles is 

well known. It perceives the road and any obstacles in it, and makes deci-

sions about how and where to drive. I won’t enter the debate here about 

when fully autonomous vehicles will be widely available, although I 

tend to think it will be longer than many Silicon Valley proponents 

predict. But there is little doubt that strong AI capabilities are necessary 

for autonomy to be realized. Ford and GM have acquired autonomous 

driving companies (Argo AI by Ford, Cruise Automation by GM), and 

invested or partnered with various other companies. Both companies 

have established Silicon Valley outposts with many AI researchers.

Vehicle sharing is also data and AI-intensive — at least in companies 

like Uber and Lyft. At Lyft, for example, machine learning is used to 

some degree in the company’s routing, pricing, and driver matching 

algorithms,25 and the first two would continue in autonomous shared 

rides. Uber has created a broad “machine learning as a service” platform 

that furnishes model-based predictions to a variety of Uber services 

across the company.26 Uber says that it uses machine learning “among 

other areas … to enable an efficient ride-sharing marketplace, identify 

suspicious or fraudulent accounts, suggest optimal pickup and dropoff 

points, and even facilitate more delicious UberEATS delivery by recom-

mending restaurants and predicting wait times so your food can get to 

you when you need it.“27

It’s not yet clear, of course, whether Ford and GM can compete effec-

tively with AI-centric companies like Alphabet’s Waymo, and Uber and Lyft 
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from the ride-sharing industry. Both auto manufacturers have upgraded 

their analytics capabilities over the past several years and brought in chief 

data and analytics officers from outside. Acquiring the necessary AI 

talent, competing with established players in the ride-sharing industry, 

and solving the enormous technical challenges of autonomous driving 

would be difficult for any firm. If they do become “smart mobility” com-

panies, however, it’s clear that AI will have a lot to do with it.

Startups and the Persistence of Established Business Models

Most of the other companies that are attempting to create AI-driven 

business models are startups, which have the advantage of having no 

previous business model to change or disrupt. However, even they run 

into challenges when they take their new business models to market.

One example of this is in the medical imaging (radiology) industry, 

where “computer-aided diagnosis” has been discussed for decades but 

has thus far failed to yield much change in the cost or business model 

for medical imaging. As I argued in chapter 2, this is despite substantial 

progress in using deep learning to identify potential problems in images. 

Several startups (as well as some big companies like IBM) are claiming 

that very soon it will be commonplace to employ AI-diagnosed imaging 

in medical practice.

For example, Enlitic, a San Francisco-based company that applies 

deep learning to radiology images, suggests that it has already well 

underway with this business model. Its website, for example, says:

Deep learning is a technology inspired by the workings of the human brain. 

Networks of artificial neurons analyze large datasets to automatically discover 

underlying patterns, without human intervention. Enlitic’s deep learning net-

works examine millions of images to automatically learn to identify disease. 

Unlike traditional Computer Aided Diagnostics (CAD), deep learning networks 

can scout for many diseases at once. They can also provide rich insights in areas 

such as early detection, treatment planning, and disease monitoring.28

However, you won’t find many (or any on my search) mentions of 

hospitals or radiology practices actually using Enlitic’s solution, because 

introducing radiology “without human intervention” into clinical care 

is a difficult business model.
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To find out why, I interviewed Dr. Keith Dreyer, who is a radiologist 

and chief data science officer at Partners Healthcare, a large academic 

medical center in Boston. Dreyer is positive about the implications of 

deep learning for radiology:

We’ve had CAD for a couple of decades, but deep learning is a much better tech-

nology. It will provide much higher sensitivity and specificity than we have 

today, and radiologists will trust it. Integrating it with clinical practice offers 

many potential benefits.

However, the “without human intervention” business model isn’t 

quite ready for prime time, as he notes:

The American College of Radiology [a professional association of which Dreyer 

is on the Board of Chancellors] created the Data Science Institute [ACRDSI] this 

past spring. In conjunction with the CCDS, the ACR Data Science Institute did 

an analysis of several FDA-approved pulmonary nodule detectors. They were all 

based on deep learning. We were interested in whether they provided similar 

numbers, and how they compared to each other. But none of their outputs were 

the same! Some focused on the probability of a lesion, others the probability 

of cancer. Some would describe the features inside a nodule, some would give 

its location. So we concluded at the ACR that we needed to define the inputs 

and outputs for the vendors of these machines. We need to be able to verify the 

algorithms before and after they are taken to market in terms of their effective-

ness and value. We need to develop some initial processes for radiologists to 

use. We will need to have a “saliency map” for why the system says cancer, and 

ideally we’ll have things like reason codes to aid with transparency.

Although deep learning technology is developing rapidly in research 

labs like those at Enlitic (and at one within Partners Healthcare — the 

Center for Clinical Data Science, with which Dreyer is affiliated), it’s 

pretty clear that working out the details of its use in practice will take 

many years. It will also require the combined efforts of startups like 

Enlitic, big companies like IBM and GE, hospital networks like Partners, 

health insurance companies and government payers, and professional 

associations like the ACR, to make this new business model a reality.

Even AI-centric business models that incorporate human augmen-

tation can be difficult to launch and scale. In the travel agency indus-

try, for example, Paul English, a co-founder of the online agent Kayak, 

has founded a new company called Lola that incorporates both human 
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and machine-driven help to travelers. English describes the machine 

component:

Our code generates an algorithm for every single traveler based on their click 

stream and their purchase history. The algorithm learns what [the traveler] likes 

and will surface those results to the user. We also do user clustering and simi-

larity models so that when a traveler doesn't have a history of going to, say, 

Miami, we can still surface a hotel choice that is relevant to them. We look at 

things like price history and sentiment data. We parse millions of reviews [to 

determine] which words provide key information about the types of hotels the 

traveler likes. For example, I like the Gansevoort hotel in New York, so [Lola] 

would find hotels with similar key words and sentiment data on a hotel in 

Miami.29

But in addition to these AI-based recommendations, Lola also has 

a group of human travel agents that can help with the details of travel. 

The agents, who usually communicate with customers via text messages, 

can handle details of travel that automated systems usually overlook: 

overall planning of trips, early arrival or late checkout at hotels, room 

upgrades, and dealing with unexpected weather events.

This business model seems like a good idea, but Lola has thus far had 

challenges finding its niche in the crowded travel agency marketplace. 

The company began as a service for leisure travelers, but now is focus-

ing on business travelers from small to midsize businesses, as they do 

not face the same limitations that business travelers from large corpora-

tions or leisure travelers do. Business travelers from large corporations 

face restrictions in the fares they can book, and leisure travelers are 

often looking for the lowest fares from online sites like Kayak.

Why Existing Business Models Persist in the Face of AI

The same comments about the radiology and travel agency industries 

might be applied to a variety of other industries and business domains. 

AI startups tout their ability to reshape the legal industry, the trucking 

industry, the retail industry, the financial services industry, and many 

others. But conventional business models stubbornly persist. What are 

the factors that keep existing models in place? An understanding of 

them will make it possible for us to better understand when cognitive 
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technologies will actually drive change in business models. Here, then, 

are nine factors that limit AI-driven business model change:

1.	 Technologies aren’t quite there yet — Many cognitive technologies are 

close to being good enough to change business models, but aren’t 

quite there yet. Autonomous vehicles, for example, can handle 

many or most driving situations, but not all of them. Being able to 

negotiate situations like snow and rain, unpredictable pedestrians, 

difficult intersections, and so forth always seems to be tantalizingly 

on the horizon.

2.	 Partial solutions are all that’s available — Cognitive technologies can 

automate tasks, but not entire jobs. Since they usually can’t replace 

entire employees, they don’t offer high levels of economic benefit, 

and they are adopted slowly. In legal applications, for example, 

cognitive tools can largely automate such tasks as legal research in 

a few domains of law, rapid review of documents, and extraction 

of contract provisions. But these are either narrow tasks or are per-

formed by relatively low-paid employees. They haven’t had a major 

impact on law firms for this reason.

3.	 AI picks off the easiest parts of the process — In industries in which 

cognitive technologies have gathered significant adoption, they 

have used AI to address the easiest parts of the problem. Provid-

ing “robo-advice” in financial services is a good example. In those 

applications, advisory firms use AI — at least a relatively primitive 

form of machine learning — to do asset allocation of mutual funds 

and exchange traded funds. But that is the easy part of investing 

advice. Much more difficult problems involve learning from invest-

ing behavior, managing a broad range of asset classes, and finan-

cial activities beyond retirement investing. Robo-advisors may take 

those on at some point, but until then they won’t provide much of 

a threat to the conventional advising business model.

4.	 No common sense — Cognitive technologies aren’t yet capable of 

common sense despite several decades of trying, although there may 

finally be some progress in that regard.30 Until they can, solutions 

based on AI will fall short in some respects. For example, in medical 

diagnosis, there is a tendency for cognitive solutions (specifically 
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IBM’s Watson — perhaps the most medically focused of all market 

offerings) to identify rare and complex diseases as the cause of 

symptoms — ​even though such a diagnosis is much less probable 

than with a more commonly encountered disease. This lack of “diag-

nostic parsimony” can lower physicians’ faith in AI’s credibility and 

make them unlikely to adopt it for routine medical practice.31

5.	 Startup processes are required, but startups don’t have the customers — ​

Radically different business models require radically different busi-

ness processes, designed from scratch to be substantially more 

efficient or effective. But even if startups designed such processes, 

they’d have challenges successfully acquiring customers for them. 

In radiology, for example, not only radiologists would need to 

agree to new processes, but also hospitals, patients, and insurance 

companies.

6.	 Big companies buy the startups — Even when emerging vendors of 

cognitive technologies have promising solutions that could revo-

lutionize business models, they are often acquired by larger com-

panies, which tend to move more slowly in deploying them. In 

the fintech — new technology startups for the financial services 

industry — sector, many observers felt that major changes to busi-

ness models were on the way. Instead, however, banks have begun 

to acquire or make substantial equity investments in fintech start-

ups, and the pace of change from AI and other emerging technologies 

has slowed.32

7.	 Startups don’t have the resources to wait out the change — Startups typi-

cally have limited resources, and they may not be sufficient to fund 

the company until it reaches a “critical mass” phase of adoption. 

At the moment there is substantial venture and private equity capi-

tal available for AI startups, but it won’t last forever. Any overall 

downturn in the technology company environment is likely to be 

punishing on AI startups as well, and on their ability to wait out 

new business models.

8.	 The installed base will take a while to disappear — In several industries 

that are affected by cognitive technologies, there is a large installed 
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base that will take many years to depart from the scene. For exam-

ple, in the case of autonomous cars and trucks, there are many non-

autonomous vehicles that will be on the roads for decades. Unless 

governments or insurance companies decide to reward drivers for 

shifting to autonomous vehicles, the adoption of these new tech-

nologies will be slow. There is also often a difficult technical chal-

lenge when autonomous vehicles have to deal with human-driven 

vehicles on the same roads.

9.	 Most cognitive applications are standalone, but need integration — Many 

of the cognitive solutions thus far offered in the marketplace solve a 

relatively isolated problem, and they are standalone solutions. How-

ever, in order to be effectively deployed in large organizations, they 

need to be something other than standalone, that is, integrated with 

existing systems and processes. If, for example, a company wants 

to qualify its sales lead stream by digging up and integrating exter-

nal information on that company (through some combination of 

machine learning and natural language processing), it will need 

either to force its salespeople to learn a new system, or to integrate 

it with its customer relationship management (CRM) system. An 

alternative, of course, would be to buy such capabilities from an 

established CRM vendor; Salesforce​.com, for example, has some AI 

capabilities called Einstein that are integrated with transactional 

capabilities. Of course, Salesforce acquired many of those capabili-

ties from startups.

The Objectives and Processes of a Cognitive Strategy

As with most strategies, the goal of cognitive strategy is to surface, 

answer, and achieve consensus on key questions as an organization. 

As I’ve noted above, many important decisions are to be made about 

cognitive technology, and without a strategy — or at least some serious 

deliberation on strategic questions — they may be made in a haphazard 

or ineffective manner. Firms can waste money and time on cognitive 

technology with a poor or nonexistent strategy.
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There may or may not be people within a company who are capable 

of developing a cognitive strategy. Candidates should have the follow-

ing traits:

•  They should know something about the major types of cognitive 

technology and how they are used in business

•  They should be effective at communicating to managers in nontech-

nical terms

•  They must understand the key issues of the business and its current 

strategic direction

•  As with other types of strategy development, facilitation and process 

skills would also be useful

If potential cognitive strategists don’t have some of the required 

knowledge, they may be able to obtain it through interviews. And as 

with other strategies, there are external consultants who can assist in 

the process. If a firm employs external experts, however, it’s still impor-

tant to engage the internal management team in the process and the 

outcome.

Firms use a variety of approaches to set strategy, but cognitive strategy 

should be collaborative and should involve at least some degree of pro-

cess.33 A unilateral approach by the CEO is unlikely to engage the orga-

nization, and an entirely ad hoc approach is unlikely to yield a rigorous 

and evidence-based result. The process should include interviews with 

internal and external experts, workshops, and strategy review sessions.

The goal of the process should not be to develop a strategy docu-

ment, but to drive educated and informed actions. In many cases, the 

outcome of an effective strategy will be a series of pilots, proofs of con-

cept, or production deployments of cognitive tools in various parts of 

the business.

Strategizing about cognitive technologies is complicated by the fact 

that many managers do not understand the different technologies and 

what can be done with them. It may, then, be helpful to conduct some 

sort of management education program prior to a strategy effort.

The remainder of this chapter primarily addresses the specific topics 

or substrategies on which the organization needs to take a position 
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relative to cognitive technology. Of course, the specific topics an orga-

nization addresses may vary, and can itself be the focus of the early 

stages of a strategy process.

A Content Strategy

Cognitive technology is primarily about analyzing and extracting 

insights from content — data, information, or knowledge. An impor-

tant strategic component is to determine what type of content a com-

pany will be using in its cognitive projects. Ideally a company would 

have some proprietary or exclusive content that it could use in its own 

products and processes. If the content is unstructured (textual, for exam-

ple), that knowledge must be codified and structured in some fashion so 

that it can be used in a cognitive system. This problem is most critical in 

semantically oriented natural language processing applications, which I 

described in chapter 1. Machine learning applications using structured 

numeric data don’t typically need as much content structuring, but 

they do require a lot of data.

Put another way, what type of knowledge graph does the company 

want to own? A knowledge graph is a set of entities (people, places, 

objects) and facts about them and their relationships. Google pioneered 

the idea of the knowledge graph with a collection of billions of facts 

about search entities. LinkedIn is another company with a proprietary 

knowledge graph; it consists of facts about members, their job titles, 

companies worked for, educations, locations, and so forth.

Some firms obtain their knowledge graphs from vendors. IBM’s 

Watson business, for example, bought content about medical images 

when it acquired Merge Healthcare in 2013, and also gets additional 

images from a collaborative it formed of a number of medical centers 

and radiological image providers. It makes the knowledge graph derived 

from those images available to its Watson Health customers — for a 

price, of course.

Watson is also well known for “ingesting” textual content, such as that 

in medical journals, and making it available to answer questions. But less 

well known is that a considerable amount of effort often needs to be put 
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into structuring that content into “question/answer pairs” that can be 

used in interactions with clinicians. This can require considerable input 

and time from experts.

Some vendors of cognitive software may insist on licensing agree-

ments that the knowledge graph resulting from a particular application 

of the software is owned (or co-owned) by the vendor. Several compa-

nies I have interviewed have decided not to use certain vendors because 

of these restrictive intellectual property agreements.

It stands to reason, for example, that a company should be reluc-

tant to turn over ownership and usage rights to its customer and prod-

uct information, or to proprietary process information, to some other 

organization — even if that organization can add significant value to it. 

Such information should be viewed as a valuable corporate asset, and 

firms should find ways to add value to it themselves as a key aspect of 

corporate strategy.

“User” (rather than vendor) companies with no intention of sell-

ing access to their knowledge graph often obtain some of it from ven-

dors, but have to undertake the “last mile” of customization on their 

own, or with the vendor’s consultants. Take, for example, an insurance 

company that wants to build an “intelligent agent” for customer inter-

actions. It might contract with IBM Watson, IPsoft Amelia, or some 

other provider for the basic English (or Swedish or Italian) language 

knowledge graph or dialog graph. But the vendor probably will not 

have developed the graph to include all the language and taxonomies 

related to the insurer’s specific products and processes, so that will have 

to be developed before implementation is successful. As one manager 

of cognitive technologies working on such an intelligent agent at a life 

insurance company put it in an interview:

We need to learn the customer’s intention, but in order to do that you have 

to incorporate some old-fashioned knowledge engineering. The knowledge 

engineer has to develop ontologies, cases, and text classifications to put each 

interaction into an intention — a node in the dialog graph. If the customer’s 

true intention falls outside of the one we have inferred, the system just seems 

stupid. It’s critical to realize — on our part and the customer’s part — that the 

domain of discussion is very limited. If you know that in advance and your 

expectations aren’t too high, you can have a great outcome.
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A Talent Strategy

A key question for any organization pursuing cognitive initiatives is 

where to get people who can do such work. This is, of course, an exten-

sion of the previous challenge that organizations had in securing quali-

fied quantitative analysts, and then data scientists. The good news is 

that since these challenges surfaced, universities (more than 400 of 

them in the United States alone) have been churning out large numbers 

of graduates who are broadly educated in analytics and data science. 

The bad news is that they have probably not been trained in cogni-

tive technologies and methods in particular. Few university faculty are 

familiar enough with these technologies to teach about some of them; 

those who are have probably been hired away from universities into 

tech companies over the last several years.

Estimates about the number of well-trained, experienced AI practi-

tioners vary widely, although no one seems to believe there are enough. 

Element AI, a Montreal-based AI startup, has done several estimates of 

the number of qualified AI people in the world, with different versions 

of “qualified.” That company’s estimates range from 5,000 to 90,000, 

but they assume that a PhD is necessary — to me, a highly question-

able assumption. The China-based firm TenCent estimated that there 

are between 200,000 and 300,000 AI experts and trained practitioners 

globally.34 In any case, most firms find it difficult to source the AI talent 

that they feel they need.

The choices for talent strategy are similar to those for other spe-

cialized experts: buy, build, or rent. To buy people is to hire those who 

already possess the needed skills. This will be particularly difficult if your 

company is not in New York, Boston, or the San Francisco Bay area, and it 

is not willing to pay large compensation figures, including stock options. 

It will also be important to such individuals that you have plenty of data 

to work with and that your organization is undertaking some interest-

ing challenges in the field.

To build people is to train them in the needed skills. This will be 

much less difficult if the candidates for such training already have basic 

analytical and data management skills. Machine learning, in particular, 
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is an automated form of analytics, albeit with a wide variety of algo-

rithms to choose from. To do it well, employees would need to know 

something about the underlying algorithms, what data are well suited 

to machine learning, and how to go about “feature engineering,” or 

the manipulation of variables and their transformations in models to 

achieve a good fit with the data. If the training is on semantic-type 

applications (as with some forms of natural language processing), the 

precursor education and experience should revolve around “computa-

tional linguistics” — the use of computer applications to do semantic 

forms of NLP.

It is relatively rare for companies to engage in substantial efforts to 

train or retrain their employees in data science and cognitive skills, but 

it should be more common. One company that has done it is Cisco 

Systems. That company created a distance learning program for aspir-

ing data scientists with two different universities. The program lasts for 

nine months and concludes with a certificate in data science from the 

university. Several hundred data scientists have been trained and certi-

fied, and are now based in a variety of different functions and business 

units at Cisco. In addition, the company created a two-day executive 

program led by business school professors on what analytics, data sci-

ence, and cognitive technologies are and how they are typically applied 

to business problems. The program also covers how to manage a work-

force that includes data scientists, and how to know whether their out-

puts are effective.

A third option is to “rent” a cognitive-informed workforce, which is 

to hire consultants or vendors to deliver services. This strategy is widely 

practiced by firms that don’t have the in-house expertise to build cogni-

tive applications. It can be successful if the vendor or consulting firm 

has sufficiently well trained people (although they also suffer from the 

shortage and some may inflate credentials). If a firm is interested in 

building longer-term capabilities in the cognitive space, it should staff 

projects with a mixture of rented people and its own employees.

A fourth option, which can be combined with the others I have 

described, is to rely more heavily on technology that can augment 

the efforts of amateur AI practitioners, sometimes called citizen data 
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scientists. One technology that does so is automated machine learning 

technology, which is offered by firms like DataRobot (a Boston-based 

firm to which I am an advisor), SAS Viya (in the Autotune function), 

and Google (in the form of AutoML, which is in “alpha test” as I write).

With DataRobot, the technology does fundamental data cleaning, 

addresses missing data, and then undertakes a contest among as many 

as a hundred different algorithms to determine which is most effec-

tive at predicting the chosen outcome. The company often describes 

a ballerina — technically an associate at a large bank with an under

graduate degree in sociology and a love for ballet — who is able to create 

some highly profitable new trading models with the aid of automated 

machine learning. Another account in an insurance company describes 

a positive outcome from DataRobot’s technology:

[Scot] Barton [head of an R&D group at Farmers Insurance] first tried using the 

platform by inputting a bunch of insurance data to see if it could predict a spe-

cific dollar value. Compared with a standard, hand-built statistical approach, 

the model selected had a 20 percent lower error rate. “Out of the box, with the 

push of one button; that’s pretty impressive,” he says.35

Some question whether amateurs will get into trouble with such 

machine learning automation, perhaps “overfitting” models by using 

too many predictive variables, or violating statistical assumptions. But I 

have not heard of any real problems with this in the several companies 

I have spoken with about their use of the technology.

Another company has employed automated machine learning tools 

as part of a structured effort to embed advanced machine learning meth-

ods throughout their organization — in fact, the effort is called Embed 

Machine Learning, or EML. The project is at 84.51°, a company wholly 

owned by Kroger that does analytical and AI projects for the retailer and 

its suppliers. The number in the name is the longitude of Cincinnati; 

the company is based there and works with longitudinal data.

EML, headed by Scott Crawford, is a formal mission to enable, 

empower, and engage the organization to better use and embed 

machine learning. “Enable” meant providing the infrastructure to effi-

ciently use and embed machine learning such as the servers, software, 

and data connectivity. “Empower” involved identification of the best 
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set of machine learning tools and training analysts and data scientists 

to use those tools. After evaluating more than fifty tools, 84.51° selected 

R, Python, and Julia as its preferred machine learning languages, and 

settled on DataRobot’s automated machine learning platform as its 

primary software environment. “Engage” meant motivating internal 

clients to use the tools by demonstrating and socializing the benefits 

through several proofs of concept, advancing code sharing/examples 

(via Github), and consulting.

Another part of the EML initiative was to develop a standard method-

ology for machine learning use. Its internally developed methodology, 

which it calls 8PML (84.51° Process for Machine Learning), is unusual 

within nonvendor organizations. Most machine learning effort in com-

panies is focused on development of models, but 84.51° was interested 

in a broader focus. 8PML begins with the Solution Engineering phase, in 

which the analysis is framed, and the business objectives for the project 

are clarified and compared to available resources. For example, a project’s 

business objective might require a very large number of models to be rou-

tinely updated and quickly deployed, without the requisite budget and 

staffing. Automated machine learning technology can lower the amount 

of resources required and can change the “art of the possible” given its 

ability to rapidly fit, update, and deploy thousands of predictive models.

In the Model Development phase of the methodology, data are ana-

lyzed, variables or features are engineered, and the model that best fits 

the training data is identified. Automated machine learning speeds this 

phase of the process considerably, increasing the productivity of data sci-

entists. That frees them up to fit more models and/or to give more effort 

to other high value aspects of the process (e.g., solution engineering 

and feature engineering). The technology also makes it possible for less 

skilled practitioners to generate high-quality models. Detailed knowl-

edge of which algorithms are appropriate for certain analyses is no longer 

essential; automated machine learning takes over that function.

The third and final component of the 84.51° approach to machine 

learning is Model Deployment, in which the chosen model is deployed 

in production systems and processes. Given the scale of machine 

learning applications at Kroger — the sales forecasting application, for 
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example, creates forecasts for each item in each of more than 2,500 

stores for each of the subsequent fourteen days — this stage of the 

process is key.

Many companies today are experimenting with machine learning, 

but 84.51° and Kroger have taken this AI approach to the next level. 

The Embedded Machine Learning initiative, standardizing on an auto-

mated machine learning tool, and the three-stage machine learning 

methodology have all helped to create a “machine learning machine.” 

Models are framed, developed, and deployed in the same way that a 

well-managed manufacturing organization might create physical prod-

ucts. We’ll probably see multiple examples of this factory-like approach 

to machine learning in the future, but 84.51° is practicing it today. 

I should also point out that the people who are building cognitive 

applications — and the development processes they employ — are not 

the only important aspect of a talent strategy. People are also needed 

who have business analysis skills and can frame the business problem to 

be solved and do a high-level translation into what technologies might 

address it. This “translator” function is critical to success with AI, and it 

requires only a rudimentary understanding of how cognitive technolo-

gies function. In addition, executives and managers who understand 

the value and purposes for cognitive technologies can “pull” them into 

their functions and processes. This can rarely be done successfully as a 

“push” from technologists.

A Partnering or Acquisition Strategy

Most companies choose to build and deploy cognitive technologies 

on their own, using their own people — or perhaps they get some help 

from consultants or vendors. However, it’s not uncommon these days 

to partner with or acquire companies that can provide a significant 

head start in AI capabilities.

Given the scarcity of people with significant AI expertise, an acquisi-

tion can be a rapid means of bringing in a cadre of smart folks. Some 

startups or partners may possess proprietary data, software, or algorithms 

that can be of value to a company needing those assets.
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The acquisition approach is particularly common among IT ven-

dors, who have bought many AI-related startups. Perhaps the king 

of acquisitions is Google, which has bought 12 AI-related firms since 

2012 — including DeepMind, which it seems to be relying upon heavily 

in its AI research and product development. Apple, Microsoft, Facebook, 

Twitter, Intel, Baidu, and Salesforce have bought multiple AI firms.36

The other industry whose members have decided that they need 

a lot of AI capabilities quickly is the auto manufacturing sector. Gen-

eral Motors, for example, bought the autonomous vehicle firm Cruise 

Automation, which has a strong AI focus. Ford bought Argo AI for a 

billion dollars. Both companies are rapidly adding employees to the 

newly acquired business units, which have been kept largely separate 

from their parent companies. GM says that it will increase Cruise Auto-

mation’s employee count in San Francisco from forty-six when the 

company was acquired to over 1,600 by 2021.37 It is relying heavily on 

Cruise to develop software for making its electric Chevrolet Bolt car 

self-driving for ride sharing applications.

Some firms — particularly those in the auto and mobility industry, 

have relied heavily on partnerships rather than acquisitions. Many, for 

example, have partnered with Waymo, the Alphabet business unit that 

has been working on autonomous driving longer than any other firm. 

Among the firms that have partnered with Waymo are Fiat Chrysler, Avis, 

Intel, Lyft, AutoNation, and the insurance firm Trov. The semiconductor 

firm Nvidia, which makes processors well-suited to AI-based image rec-

ognition, has also partnered with many firms in the auto industry.38 The 

overall number of partnerships for advancing autonomous vehicles is 

somewhat dizzying. Of course, partnerships can be fragile and fleeting, 

and it is too early to say whether partnerships or acquisitions are a more 

effective route to self-driving cars.

An Ambition Strategy

The last strategic component I will discuss is just how ambitious an 

organization should be with regard to its cognitive technology proj-

ects. As I mentioned at the beginning of chapter 1, some organizations 



What’s Your Cognitive Strategy?	 93

pursue highly ambitious moon shots like treating cancer or reinventing 

customer relationships. Others have more modest ambitions, like adding 

an intelligent agent as a new, experimental channel to customers, or 

automating an existing set of tasks with RPA.

There is no right answer to the question of how much ambition is 

appropriate. However, there are relatively few examples of radical trans-

formation with cognitive technologies actually succeeding, and many 

examples of “low hanging fruit” being successfully picked.

My advice for most firms would be to develop a series of less ambi-

tious applications that are in the same area of the business (say, all 

involving customer relationships and interactions) and that in combi-

nation have a substantial effect on the business. That way each indi-

vidual project can be low-risk, and the company will have time to ease 

its way into a transformation.

Say, for example, your automobile insurance company wants to 

transform its claims processes for customers’ accidents. A moon shot 

would be one AI application that evaluates a claim for automobile 

damage — perhaps submitted by a customer photograph from a smart-

phone — and determines the cost to fix it, instantly paying the amount 

into the customer’s bank account. But needless to say, this would be 

very difficult.

Less ambitious but still quite useful steps in this direction might 

involve, for example, a deep learning project to evaluate multiple 

photos sent in by a body shop to determine whether there is frame 

damage to the car or not. At the same time, a company could work on 

an application to question customers about a claim and recommend 

the best place to fix the car. It might also work on a machine learning 

program to evaluate the possibility of a fraudulent claim.

There is, of course, a case for cognitive transformation in a single 

moon shot project, but the circumstances under which this is reason-

able are somewhat rare. It should involve technology that is mature 

and tested. It should be adopted within an organization that has a lot 

of AI experience, one that has already had success with large-scale IT-

driven transformation, and one in which senior managers are fully on 

board with the initiative. The organization should be good at — and 
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prepared for — substantial process and behavior change. It should be 

willing to tolerate a high level of risk. If all of those circumstances are 

present, a moon shot may be viable.

Given all the media and vendor hype in the cognitive technology 

space, companies often feel pressure from senior managers or boards 

of directors to take on a cognitive project, sometimes at the urging of 

a particular vendor. Some firms have already made mistakes in terms 

of the technologies or consultants selected for their projects. It’s much 

better for a company to try to see beyond marketing blandishments 

about AI and to create the best fit with the organization’s strategy, busi-

ness model, and capabilities.

Country-Based AI Strategies

The primary focus for strategic thinking about cognitive technologies 

has been within private companies. But government bodies — particu-

larly countries — have been getting in on the game as well. They are 

establishing priorities for research and development, providing fund-

ing for research and startups, and developing AI talent strategies. Busi-

nesses based in particular countries can either benefit or suffer from the 

amount of activity undertaken by governments, especially when the 

governmental initiatives are collaborative with businesses. If the gov-

ernment where your business — or a part of it — is based is supporting 

business-oriented AI research, chances are good that many companies 

will benefit from it.

The largest government-backed AI initiatives on the planet are in 

China. The country has announced a multibillion-dollar initiative to 

become the world leader in AI by 2030. This is the largest monetary 

commitment to AI in the world from a government. One Chinese state 

alone has said it will devote $5 billion to developing AI technologies 

and businesses. These government programs will support ambitious 

moon-shot projects, start-ups, and academic research in AI. The pro-

gram will also address the role of AI in China’s defense and intelligence 

industries.39 Chinese online firms also have massive amounts of data on 

which to train machine learning algorithms. The wild card for China is 
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whether the government will use AI for social control in ways that make 

world-class AI experts less interested in working and living there.40

At the other extreme from China in size, one of the most active 

countries in AI implementation is Singapore, which often takes the 

lead among countries in strategizing about new technologies. The city 

state is clearly very serious about building its AI capabilities, and has 

announced the following initiatives:

•  AI is the most prominent technology in the country’s latest Industry 

Transformation Map for its critical information, communications, and 

media industry sector. The map encompasses such steps as developing a 

“National Speech Corpus” of audio and text files to help organizations 

understand local speech and accents, co-funding the development of AI 

projects in companies, and a program for small to medium enterprises 

to help them identify AI applications in their businesses.

•  Singapore’s National Research Foundation is investing over $100M 

US over five years to enhance adoption of AI to solve business prob-

lems, and will support 100 AI experiments in local companies.

•  The country has created an AI apprenticeship program to create 200 

trained professionals over the next three years.

•  The government is partnering with several technology companies 

to assist them in adding AI capabilities to products that are made in 

Singapore.

•  Singapore’s Government Technology Agency has sponsored a program 

called Smart Nation that harnesses AI, data analytics, and the Internet of 

Things to address key problems in the country.41

Some might argue that it is easier for a small country like Singapore 

to mobilize around an idea like artificial intelligence, but the resolve 

and resources that the country is applying to the technology are clearly 

impressive. And it sets a good example for other nations.

Some other countries, while perhaps not as ambitious as China or 

Singapore in the size or breadth of their efforts, are also establishing 

strategies and programs involving AI:

•  The U.K.’s latest budget includes £75 million for AI, including funding 

for startups, for PhD students in U.K. universities, and for an advisory 
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board to identify and help to remove barriers to AI development in 

the country.42 The U.K. was ranked first in an index of “AI Readiness” 

by the research firm Oxford Insights; the index employs criteria such 

as public service reform, economy and skills, and the availability and 

quality of public data.43 However, there is no evidence yet that these 

traits will generate strong AI capabilities over time.

•  Ireland’s Irish Development Authority has attempted to facilitate the 

development of an AI company ecosystem, and the government is also 

funding a masters program in AI.44

•  The Canadian Institute for Advanced Research received $125M 

Canadian in government funding to support education and research 

in AI, building on the country’s early lead in deep learning research.45

Meanwhile, the United States is doing relatively little in terms of 

government strategy. The Obama administration did commission two 

reports setting direction with regard to AI at the end of his term, and 

they argued for making the technology an urgent priority.46 And the 

country ranked second in the “Government AI Readiness Index.”

However, the Trump administration appears to care little about AI 

or any other technology. Treasury Secretary Stephen Mnuchin, when 

asked about the impact of AI on jobs, said that, “It's not even on our 

radar screen,” and that significant job loss from AI is “50 to 100 years 

away.”47 The administration has attempted to cut research funding in 

general and has proposed no major government programs related to 

AI. As a result, of course, the United States is likely to fall behind other 

countries in the race to develop and commercialize AI.

Fortunately the United States does have a strong private sector effort 

in this technology. In 2015, for example, the combined R&D spending at 

Google, Apple, Facebook, IBM, Microsoft, and Amazon was $54 billion — ​

more than the R&D spending of the U.K. government.48 Much of that 

spending went toward AI research. It makes for an interesting experi-

ment to see whether private or public sector efforts to advance AI prove 

to be more effective.
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Making Strategic Progress

Some organizations may not be ready for a full strategy, but they should 

at least consider some of the questions in this chapter. A company that 

wants to adopt AI in its business will be much more successful if it has 

some deliberations up front about where it should apply the technol-

ogy, what objectives to try to achieve, how it will source the talent, and 

so forth.

Management teams all over the world are beginning to ask them-

selves what they should be doing with these technologies. It’s impor-

tant not to be overly swayed by vendor or consultant marketing, and 

to have an in-depth discussion about what AI capabilities make sense 

for your business. Even if your approach involves only a pilot or proof 

of concept, you don’t want to get started on the wrong foot — or 

technology — ​if you can help it through some strategic analysis.

At some point, as AI technologies become mainstream, strategic dis-

cussions about them can be integrated with those about other tech-

nologies. For now, however, the technologies are different enough, and 

their implications for business processes and employee jobs significant 

enough, that they should probably be considered on their own.





5  AI Tasks, Organizational Structures,  

and Business Processes

What would you do with a machine that could see — perceive images 

and determine what they are? Or how would you redesign a business 

activity if you had a machine that met the Turing Test — one that could 

converse via speech or text with a human being, and the human couldn’t 

tell whether the conversation is with another human or a machine? 

What if your machine could find unexpected patterns in any dataset? 

How would machines that can do virtually any structured, specifiable 

task without (much) human intervention change your organization?

This is the situation faced by designers of organizational processes 

and structures in the age of smart machines. The capabilities I’ve 

described are either already available, or are just around the corner. 

Astute businesspeople therefore need to be aware of what these intel-

ligent devices can do, and how they can incorporate them into their 

organization and its work. That’s the focus of this chapter.

In keeping with the “real world” orientation of this book, my focus 

is not so much on what AI will be able to do in the distant future, but 

on what it can do today and in the very near future. For example, as 

I’ve already noted several times, cognitive technologies in their cur-

rent form support or automate tasks, not entire jobs or processes. A key 

focus of this chapter, then, is to describe a number of tasks the technol-

ogy can perform for businesses, and then to comment on how they 

can support business processes. For each technology I’ll describe a set 

of typical process applications. Some of the tasks and applications are 

fully mature, and others will mature within the next several years — I’ll 

try to make the maturity horizon clear in each case.



100	 Chapter 5

Similarly, cognitive technologies of today will have some impact 

on organizational structures and jobs. Since they generally augment 

humans rather than automating their jobs completely, they won’t enable 

dramatic changes to organizational structures like running companies 

with few or no people. Their incremental effects, however, could make 

organizations of the near future feel substantially different than organi-

zations do today. I’ll describe likely organizational impacts of cognitive 

task capabilities for each technology capability as well.

In addition, it’s important to remember that these technologies 

won’t be implemented overnight. For each one there is a set of barriers 

and challenges to widespread and rapid implementation. So I’ll include 

that topic in the discussion of each AI technology.

The remainder of this chapter, then, describes eight broad types of 

tasks that cognitive technologies can perform today. I’ve listed them 

in order of how widely they are currently used in businesses. No doubt 

this ranking will change; for example, moving autonomously around 

the world is ranked quite low, but as autonomous vehicle technology 

matures, its ranking will move up considerably. No doubt also they will 

all get better at the tasks over time — and I’ll describe some of the likely 

improvement vectors and trajectories — but they’re good enough now 

that organizational designers can begin to implement new structures 

and processes. Of course, one could cut these task categories differently; 

almost all of them involve, for example, finding patterns in data or 

creating models that fit structured or unstructured data. The emphasis 

here, however, is on describing tasks that organizations need to per-

form to meet their business missions.

Create Highly Granular Prediction and Classification Models

The task of creating and applying highly detailed statistical models is 

the forte of machine learning. It’s like traditional statistical analysis on 

steroids; it can do several things that are virtually impossible with basic 

analytics. Those feats include learning from data to create highly effec-

tive models, producing many different models for a high level of granu-

larity and fine tuning, and doing it all with relatively little effort from 
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human analysts or data scientists. Instead of just machine learning, we 

might refer to this as “automated machine learning.” If your organiza-

tion has a lot of fast-changing numerical data and you want to make 

sense of it, this method is probably your best bet.

Machine learning is one of the broadest and most mature categories 

of AI technology, but we’ll narrow it a bit for this discussion. I’ve already 

described the use of deep learning — a form of neural networks — for 

image and speech recognition. That is a form of machine learning, but 

for this discussion we’ll focus only on machine learning that uses rela-

tively traditional (and comprehensible) statistical models to predict or 

classify something. At the simplest end, it includes automated versions 

of basic regression analysis. More complex forms involve statistical 

algorithms like random forest, gradient boosting, decision trees, and 

the like. All of these are variations and combinations of basic statistical 

modeling approaches like regression analysis.

This type of machine learning, like basic analytics, is applicable to 

a very wide range of business phenomena with a lot of structured (i.e., 

numerical) data. It is perhaps most commonly used in marketing — ​

particularly digital marketing, where it is the core of programmatic buying, 

or purchasing placement of digital ads on web publisher sites. It is used 

in sales to predict how likely a particular customer is to respond to a sales 

pitch — thus making much better use of a salesperson’s time and energy. 

It’s also heavily used in such areas as prevention of fraud and money 

laundering in banking, precision medicine (recommending treatments 

for patients based on detailed medical records and genomic informa-

tion) in healthcare, approvals of claims in insurance, and intelligence 

and military applications in government. All of these applications have 

been used for more than a decade.

Machine learning can also be used to dramatically improve per-

formance in application areas that have already been addressed with 

conventional analytics. Pricing optimization is a good example — also 

known as revenue management. It has been employed for several decades 

in airlines, hotels, and other industries, and was historically addressed 

using internal data (what products sold at what price) and econo-

metric methods. But the combination of new external data sources 
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and machine learning methods can yield dramatic improvements in 

profitability.

For example, the air charter firm XOJET, which has over 1,300 pri-

vate jets available for charter, once used a simple set of spreadsheet rules 

derived from internal data to set prices. Now, however, with help from 

the machine learning technology company Noodle​.ai, XOJET applies 

machine learning-based models to assess supply and demand and price 

their charter trips. They use external datasets that include industry-wide 

flight activity and aircraft location to establish competitive supply, and 

data on major demand-driving events, seasonal patterns, and booking 

curve observations to predict demand. Upon installing the new algo-

rithm, the company’s revenue per occupied flight rose 5 percent.

An additional XOJET application also assesses the popularity of des-

tinations to assist in pricing decisions. Charter jets that fly to less 

popular destinations usually have to “deadhead” back with no passen-

gers, which hurts both profitability and the environment. XOJET now 

uses a “fleet balance” machine learning application to predict demand 

for the day after a trip to/from a given origin/destination. As a result the 

company is flying fewer deadhead hours, which in turn boosts profit-

ability. Other models predict the company’s total fleet contribution for 

the day so far, and how that influences revenue and pricing targets over 

the next month.

Process Applications

As I noted above, these approaches can be used in a wide variety of busi-

ness situations. Here are a few typical ones across multiple industries:

•  Using external data to optimize pricing (as at XOJET)

•  Pinpointing what digital ads are the best fit for a particular customer 

and publisher

•  Creating detailed sales propensity models for customers and products

•  Developing detailed precision medicine treatment recommendations

•  Identifying potential fraud in banking and insurance

•  Targeting anti–money laundering (AML) situations for human 

investigators
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•  Identifying customers who are likely to churn/attrit

•  Predicting cybersecurity threats before they happen

•  Deciding which people have the skills to staff a particular type of 

project

•  Identifying insiders who might commit fraud or security violations

•  Predicting energy assets that are worthy of further exploration

Organizational Implications

Overall, this type of AI is making possible more efficient, effective, and 

optimized business decisions. Some of the insights it generates will still 

be fed to a human decision maker — for example, a recommendation 

to a salesperson about which customer to call on next. Other decisions 

and actions will be taken directly by machines, as in what digital ad 

should be served up to you the next time you visit the New York Times 

website. Given the unreliability of human decision makers and the dif-

ficulty of interpreting machine learning, it’s likely that more and more 

decisions will be made (and even executed) by machines over time. 

Some of those will be typical decisions made by middle managers, such 

as what person to assign to a particular project. Over time, that might 

reduce the role of middle management.1

Regardless of who makes the decision, however, there is typically too 

much data, and an answer is required too quickly, for the analysis to 

be done by traditional “artisanal” analytical methods. With this form 

of machine learning, a human analyst or data scientist is typically still 

required to kick off the analysis and turn AI programs loose on particu-

lar datasets, but far more models per quantitative expert can be accom-

plished with these tools. Either the organization will simply generate 

far more models with them, or somewhat fewer analytical people will 

be necessary over time to generate the same number of models.

These systems are already having a democratizing effect on data sci-

ence. Because detailed knowledge of algorithms isn’t always necessary 

to do this type of machine learning, the analysis can be done by people 

who aren’t quantitative experts. One large bank, for example, found 

that a former ballerina with only an undergraduate degree in sociol-

ogy could do some valuable machine learning analyses about which 
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investments were most likely to rise if Donald Trump were elected presi-

dent of the United States in 2016.

Some data scientists resist adoption of automated machine learning 

technology because they fear it will make them obsolete. My feeling, 

however, is that the only quantitative experts who will become obso-

lete are those that resist new technologies like these.

Challenges to Broad Implementation

Since this technology is relatively mature and is easier to use than many 

other AI technologies, technology itself is not a significant obstacle to 

broad implementation within organizations. Development skills, as 

noted above, are not as much an issue with this technology either as 

compared to other AI technologies like deep learning.

Data availability can be an obstacle, however. Machine learning 

works best when there is a lot of data available (thousands of cases or 

records, for example), and some of the data should be labeled, that is, 

where we know the outcome of the variable being predicted. If we were 

attempting, for example, to predict what factors might cause patients 

to get Type II diabetes, we’d need to know for a subset of patients (typi-

cally called the training dataset) whether they actually did contract the 

disease. This is called supervised machine learning, and it constitutes 

the great majority of machine learning in business. Many organizations 

find acquiring large amounts of labeled data problematic.

The other primary obstacle is — as with other AI tools — that many 

managers and other businesspeople don’t know what’s possible with 

machine learning. This problem is made somewhat more difficult by 

the wide range of tasks that are possible with the approach. Managers 

may need to be educated about the possibilities. One machine learn-

ing automation company, DataRobot (a company I advise), established 

“DataRobot University” to educate both users and executives about the 

value and use of machine learning.

At one large U.S. bank, for example, forty senior executives from a 

large business unit in the bank were educated about the technology — ​

the vocabulary, typical applications, and ways that the technology is typ-

ically applied within financial services. The group spent an afternoon 



AI Tasks, Organizational Structures, and Business Processes	 105

brainstorming ideas for applications within the bank. The last step 

in the education process was to identify six champions — managers 

responsible for frontline businesses — who would explore machine 

learning within their businesses. Now many production projects are 

underway using the machine learning models, including one to predict 

early loan repayment, and another to aggregate external data on privately 

held firms.

Perform Structured Digital Tasks

A relatively new but already mature technology, robotic process auto-

mation (RPA), uses a combination of capabilities to perform structured, 

information-intensive digital tasks. RPA can’t easily learn and needs to 

be taught what actions to take under what circumstances, but it can act 

autonomously and can accomplish useful functions in business. Owing 

in part to its simplicity and low cost, the returns on RPA projects are 

some of the highest of any AI-related technology. RPA implementa-

tions (which often involve creation of visual process flow diagrams 

and some basic decision rules) can typically be done by nontechni-

cal employees; some firms employ consultants, but some don’t find 

a need for them. It’s also the technology that is most likely to replace 

existing workers.

What constitutes a structured digital task? It’s a repetitive activity that 

can be specified in advance with some precision, that involves rule-

based decisions, and that involves accessing and inputting information 

from and to one or more information systems. The RPA system is inter-

acting within a broader process as if it were a human user.

Processes or tasks that would not be well suited to RPA would include 

those requiring independent judgment, those for which all contingen-

cies could not be predicted in advance, and those involving unpredict-

able interactions with customers or employees. RPA does not generally 

include the ability to converse in natural language, although some 

implementations involve combinations of RPA and chatbots or intelli-

gent agents.
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Process Applications

•  Identifying and reconciling records that don’t match

•  Replacing lost ATM or credit cards or other financial documents

•  Transferring data from one system to another

•  Comparing information in one system with that in another

•  Automated generation of reports and textual content

•  Reading and giving standard replies to emails and texts

•  Accepting transactions or declaring exceptions

•  Issuing receipts, confirmations, and other transactional notifications

Organizational Implications

The work now done by RPA systems was, of course, usually done by 

humans in the past. Since humans are not doing it anymore, we may 

infer either that those humans are no longer with the organization, or 

they are doing something else. Certainly there is some of the former, but 

not as much as you might think. Companies like the Swiss bank UBS are 

implementing thousands of RPA robots (really only instances of code run-

ning on servers) to do formerly human work, and their goal is to reduce 

employment. The company’s CEO stated that the company is seeking 

cost savings through automation, and noted, “We make no secret that a 

certain portion of cost savings will come from reducing staff numbers.”

UBS, like many large organizations, expects that a significant fraction 

of the cost savings will come from reducing or eliminating the need 

for outsourced workers. One might even say that if a job can be struc-

tured sufficiently to deploy it to an offshore outsourcer, it is likely to be 

doable with an RPA system — although of course there are exceptions. In 

reviewing a set of RPA projects in consulting engagements, substantially 

more outsourced jobs were already or planned to be reduced than jobs 

for employees.

But several organizations pursuing RPA implementation have found 

that RPA was more likely to lead to human workers doing something 

different than to them losing their jobs. It is common for organizations 

to have more work to do than their existing workforce can perform. At 

NASA, for example, RPA robots were not intended to replace workers at 

all, but to do “more work with the same workers.” Human workers can 
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of course address exceptions in processes identified by RPA, but can also 

monitor and improve the process in which RPA is performing key tasks. 

Or humans can explore and investigate situations that are too unstruc-

tured for an RPA robot to address.

Challenges to Broad Implementation

RPA is relatively inexpensive and easy to implement. So are there any 

obstacles that stand in the way of broad implementation? Yes, there 

are — but normally only when the number of robots implemented is quite 

substantial.

One problem is an IT architectural one. RPA robots become users 

of existing transaction or reporting systems. If the underlying system 

changes, the RPA system is likely to have to be reprogrammed. This is not 

a problem with a few robots, but if there are thousands of them the repro-

gramming effort would be quite substantial. Large numbers of robots also 

require organizations to keep accurate records of which robots perform 

what tasks and what systems they access in order to perform them.

A second challenge is more one of opportunity than problem. RPA 

implementation presents an opportunity to redesign the business pro-

cess before automating it. Effective use of the technology could make 

processes faster, more efficient, and more reliable. Most firms are not 

sufficiently experienced in redesigning or reengineering business pro-

cesses to take advantage of what RPA can accomplish.

For these reasons, firms that embark upon large-scale RPA implemen-

tation typically do so with a consultant. The consultant may help to 

undertake either the IT architecture or process redesign activities, or 

both. Without help, a company could find itself “wrapped in RPA spa-

ghetti” or performing many process activities with robots that needn’t 

be performed at all.

Manipulate Information

One of the least dramatic — but most valuable — cognitive capabili-

ties is the ability to manipulate information to accomplish a business 

objective. Several variations on this capability exist. Perhaps the most 
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common is to read text on paper, which is called optical character rec-

ognition (OCR). OCR has been around for decades, but it often required 

expert users to create templates for different types of characters and 

documents, and it was somewhat inflexible. Today AI-based OCR can 

read a wide variety of documents and characters without templates, 

and can read them not only from paper but also from various forms of 

electronic documents — emails, PDFs, and electronic forms.

After information has been extracted using OCR methods, it can be 

matched or combined in various ways. Big companies like GE, Thomson 

Reuters, and GlaxoSmithKline, for example, are using these tools to cre-

ate one version of key information. They use probabilistic matching capa-

bilities of machine learning (from a startup called Tamr, which I advise) 

to identify data across databases that is likely to be the same, even if it is 

slightly different. This was always possible with labor-intensive human 

methods, but now it is much faster. I’ve mentioned how GE was able 

to combine supplier data across the company. GlaxoSmithKline used 

the same approach to create unified repositories of clinical trials, assays 

(experiments), and genetic data — enabling scientists to analyze much 

larger and broader datasets than those from their own research. 

A third way to manipulate data is to check it across multiple doc-

uments that are supposed to be the same, but may vary in practice. 

Another company I work with, RAGE Frameworks (now part of Genpact), 

does a lot of this work relative to contracts. It extracts the relevant data 

from contracts (e.g., the amount of product to be shipped by a supplier), 

and checks that against other relevant documents (e.g., the amount of 

product actually shipped in shipping notices or bills of lading). If the 

amounts don’t match, someone can initiate a conversation with the sup-

plier. A lot of imprecision exists in the world of business, and this type of 

document matching can squeeze some of it out.

Process Applications

Although somewhat prosaic, there are many applications of the ability 

of AI tools to manipulate information. A partial list includes:

•  Automated extraction of multiple types of information from multiple 

types of documents and communications
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•  Ability to check contracts against delivered products and services

•  Comparison of invoices to items actually shipped or received

•  Ability to combine similar data records across multiple databases

Organizational Implications

Some workers do this type of work within companies, and might be 

subject to job loss if it is automated or partially automated. More com-

mon, however, are situations in which doing the tasks manually is so 

labor-intensive that organizations don’t undertake them at all. In the 

unification of data area, for example, the large-scale performance of the 

task would require many data experts to address it and would take years. 

As a result, few organizations succeed at this objective.

The unification of data does open up possibilities for analysts and data 

scientists to analyze the data and find new meaning in it. This could lead 

to more job opportunities for these already-in-demand experts. It also 

opens up a wide range of possibilities for people to collaborate within 

organizations using common data.

Challenges to Broad Implementation

This application of AI for data manipulation is not terribly difficult in a 

technical sense, and the tools and human resources to do it are not that 

expensive. The greatest obstacle to broad implementation may be lack 

of awareness of the problems and the ability to solve them — perhaps 

because it is not a sexy or transformational objective. Managers may 

not realize, for example, that contracted services and products are fre-

quently not actually delivered to them, or that invoices are often inac-

curate. Consultants and vendors need to inform their customers that AI 

for data manipulation can yield far more value than it costs.

Understand Human Speech and Text

Understanding human language is one of the oldest goals of AI research 

and practice, but the technologies are getting much better at the task. 

We’re now on the verge of being able to accomplish conversational com-

merce. As is also the case with image recognition, that improvement 
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can be largely attributed to deep learning. Just as we turn an image into 

pixels and then an array of numbers whose pattern can be recognized 

by a statistical model, we can do the same with sound waves.

This application of AI is already pretty pervasive, and it is becom-

ing more so. Chances are very good that your smartphone has it. Or 

you may have an inexpensive Amazon Echo or Google Home device. 

These machines all use deep learning to improve speech recognition, 

and they are all at roughly 95 percent accuracy. Andrew Ng, formerly 

of Stanford and Google and now the foremost AI researcher at China’s 

Baidu, has helped propel that company’s recognition accuracy even 

higher, to almost 99 percent. Ng argues that at 99 percent accuracy, 

speech will become the primary way we communicate with machines.2

Process Applications

If Ng is correct, that means there are a large number of current and 

future process applications of speech recognition technology. They 

include (as a partial list):

•  Vehicle operations

•  Online and mobile shopping

•  Consumption of music and other forms of content

•  Operation of industrial machinery

•  Online testing and assessment in education

•  Ordering of consumer and business products

•  Online help and customer service/support

Of course, the success of these applications depends not only on the 

availability and accuracy of speech recognition, but also on the ability 

of organizations to structure information and knowledge well. In cus-

tomer service/support applications, for example, an intelligent agent 

needs not only to understand what customers need (in the terms by 

which they ask for it), but also to be able to furnish correct answers. 

While some vendor advertisements might make one think that this is 

just a matter of “ingesting” documents with all the needed answers, it 

is rarely that simple a process.
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And somewhat ironically, AI may diminish the long-term value of 

this AI-driven capability somewhat. As vehicles, industrial devices, and 

information systems become more intelligent and autonomous, there 

may be less of a need for humans to interact with them and tell them 

what to do. I don’t see the need for speech with machines disappearing 

anytime soon, but there may be less of it in the future.

Organizational Implications

The primary tasks of many people in organizations involve interfacing 

with other humans using speech — in call or contact centers, for exam-

ple. Some of them, of course, are likely to lose their jobs if machine-

based speech recognition becomes broadly available. This is most likely 

to take away jobs that deal with highly structured information and cus-

tomer interactions. Agents who deal with complex customer problems, 

or for whom emotional or empathetic capabilities are necessary in their 

jobs, are more likely to remain employed.

Companies could, of course, take employees who perform these struc-

tured interactions who are freed up by speech recognition and move them 

into roles like outbound customer contacts. At Danske Bank in Denmark, 

for example, the bank has identified (using machine learning of online 

behavior data) certain situations where customers were perceived to need 

advice — such as job changes with a new salary and pension plan. The 

bank then contacted these customers proactively and achieved 62 per-

cent better results than in their traditional marketing campaigns. The 

outbound contact process is also used to reduce customer churn, which 

has also been effective. The bank has contacted over 20,000 customers 

and reduced churn by 70 percent.3

Some call centers exploring speech comprehension tools have also 

found that humans are better at machines in doing first-contact cus-

tomer problem classification. Machines may not have the breadth of 

knowledge and terminology to be able to correctly identify the cus-

tomer problem. Once the problem has been identified in terms that a 

computer system can understand, the logical next step may be to hand 

the customer off to a machine for detailed problem resolution.
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Challenges to Broad Implementation

Three primary challenges to broad implementation can be identified. 

One is the possibility of poor service, or the perceptions of it by custom-

ers. Businesses have had automated speech recognition for many years 

(typically in the form of an interactive voice response or IVR system in a 

call center), and for many customers the quality has never been fully 

satisfactory. Many of us quickly hit the 0 key or yell “representative.” 

It is possible, of course, that improved quality of speech recognition 

will overcome the poor service of the past, but it may take a while for 

consumer perceptions to become adjusted. Any shortcomings of speech 

recognition systems will confirm many users’ doubts.

Beyond poor service, customer adoption of new behaviors may hinder 

or slow the adoption of speech recognition systems. Such systems, for 

example, are not widely used by drivers of cars even though they have 

been long available. Any new system will require the user to learn new 

skills and behaviors, and some will not be willing to make the investment.

Finally, as I suggested above, the knowledge graph behind a semantic 

(rather than statistical) speech recognition system may not be well-devel-

oped enough to foster widespread adoption of the technology. These sys-

tems will need to anticipate user questions and terminology, and provide 

the right type of assistance for a wide variety of customer needs. If the 

knowledge systems behind speech recognition don’t work well, it won’t 

be the fault of speech recognition, but the technology may be blamed 

anyway.

Plan and Optimize Operations

One of the primary activities that companies pursue with analytics and 

data is to plan and optimize operations; this has been a long-term focus 

of the operations research approach to analytics. It has always been done 

on a relatively small scale, however, using individual models with only 

a few variables. Cognitive tools — and machine learning in particu-

lar — can take this activity to the next level in breadth and depth.

AI may not be known for its role in manufacturing and operations, 

but there is an opportunity to use these tools to dramatically improve 
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the efficiency and effectiveness of these important industries. Take, 

for example, the steel manufacturing startup Big River Steel, which is 

attempting a major transformation in this most industrial of industries.

Big River, based in Arkansas, makes extensive use of sensors, control 

systems, and machine learning-based optimization. Working with the AI 

consulting firm Noodle​.ai, Big River has developed a variety of technolo-

gies to improve the practice and profit of steelmaking. Indeed, the com-

pany’s CEO, David Stickler, often notes, “We are a technology company 

that happens to make steel.”

Big River uses machine learning in six major areas, although each 

area varies in the maturity of the application:

•  Demand prediction — Big River succeeds by using capital wisely, so it 

needs to accurately predict demand for steel. To do so it employs machine 

learning models using macroeconomic data, historical demand for steel, 

manufacturing activity, and the activity of large consumers of steel (e.g., 

housing starts, oil rig counts).

•  Sourcing and inventory management — Like steel “minimills,” Big River’s 

raw material is scrap, so it needs to predict the availability of it. Noodle​

.ai has produced a “scrap index” and is working with Big River on a 

hedging approach for buying scrap steel.

•  Scheduling optimization — What to produce when is an important deci-

sion for any steel mill, and it’s particularly critical when one of your 

most important inputs is electrical energy (for arc furnaces that melt 

scrap into molten steel). The optimization models maximize energy 

consumption at off-peak times and thus minimize energy costs.

•  Production optimization — All steel mills have unplanned events like 

breakouts (when molten steel breaks out of a mold during casting) and 

cobbles (when hot rolled steel escapes from rollers, often onto the mill 

floor). These events stop production and are both dangerous and costly. 

Machine learning models can predict when they are most likely to hap-

pen and minimize their occurrence.

•  Predictive maintenance — As with an increasing number of industrial 

machines, Big River can use machine learning models to identify the 

optimal times to maintain key machines and equipment.
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•  Outbound transportation optimization — Companies like Amazon have 

long optimized their outbound supply chains, but this is much less 

common in steel mills. Big River works with customers and shippers to 

minimize the costs of outbound transportation and to optimize deliv-

ery windows for customers.

With each of these applications Big River and other firms have 

improved operations, but the most valuable benefits come from integrat-

ing them. Big River is attempting to create “end to end” optimization of 

the performance and profitability of the mill. The company already has 

models that interconnect different parts of business plans and opera-

tions and can optimize across the enterprise. This integrated approach 

to planning and optimization is still in its early stages, and refinement 

of it will require more data, tuning of algorithms, and substantial com-

puting horsepower. But both Stickler and the data scientists at Noodle​

.ai are convinced that it is possible.

Process Applications

The examples of applications at Big River Steel are suggestive of the 

planning and optimization applications possible through cognitive 

technologies. Some others include:

•  Supply chain forecasting and stockout prediction

•  Demand planning and forecasting for particular products or categories

•  Reinforcement learning based on past decision data

•  Evaluating the impact of sales promotions and incentives

•  Predicting and minimizing unplanned production outages

•  Modeling supply chain networks and operations with real-time 

updating

•  Planning optimal shipping routes based on traffic and weather

Organizational Implications

This type of application could lead to fewer workers in factories, as 

more decisions and tasks are automated. But it also means that those 

who have jobs will require higher levels of skills and knowledge, will 

be paid more, and will probably be in less dangerous jobs. At Big River 
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Steel, for example, operators have to understand data and interpret 

dashboards — usually in control rooms rather than on the mill floor. 

They are compensated in part based on hitting production and profit 

targets, and as a result their average pay is far higher than at other U.S. 

steel mills.

Very few people have been trained for this type of large-scale AI-driven 

operations, since it didn’t exist in the past. That means that there will be 

a large need for retraining of the work force. It also means high demand 

for experienced AI hands who can develop such models — either within 

companies or at consulting/technology firms.

Perceive and Recognize Images

A key AI task that has seen considerable advancement over the last decade 

is the ability to perceive and recognize images — sometimes known as 

computer vision or machine vision. It existed for more than two decades, 

but it wasn’t very accurate. Image recognition by machines is now at the 

level of human vision in many domains, and better in some cases. These 

technologies are not widely used in business yet (outside of online firms 

like Google and Facebook), but they have the potential to be.

The underlying technology behind contemporary image recognition 

is deep learning neural networks; the other facilitating development is 

the availability of large numbers of labeled images. Most applications 

of machine vision do supervised learning and require a large number 

of labeled images from which to learn. In other words, the only reason 

that Google was able to develop a model to identify cat pictures on the 

internet is a complex deep learning algorithm, which was trained on 

many cat photos that are clearly identified as “cat.”

But image recognition in business is beginning to move beyond 

simple examples like recognizing cats on the internet. A startup named 

Doxel, for example, is using deep learning image recognition to scan 

3D images (taken by robots) of construction sites.4 It classifies images 

of subprojects in terms of how close to being finished they are. The 

objective is to determine whether the overall project is likely to meet 

estimates or guarantees of timely completion. In an industry where late 
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and over-budget projects are often the norm, a system like this could be 

very helpful to project managers if it works.

Process Applications

Image recognition has a wide variety of applications. A very partial list 

(most of which are available in some form today) includes:

•  Monitoring of construction projects for completion times

•  Recognition of road signs and markings, other cars, and pedestrians 

in autonomous vehicles

•  Recognition of what customers buy in retail (e.g., Amazon Go conve-

nience stores)

•  Recognition of product defects in manufacturing production lines

•  Facial recognition in retail and technology (e.g., Apple iPhone X)

•  Identification and classification of apparel

•  Identification of problematic aspects of medical images

•  Classifying or describing online photos (e.g., in Facebook or Google 

Photos)

Organizational Implications

Some image recognition applications have major implications for organi-

zations — mostly in terms of possible job losses, or at least major changes 

in how people do their work. Autonomous vehicles powered by this 

technology, for example, have the potential to eliminate many driving 

jobs — in taxis, trucks, ships, delivery vehicles, and so forth — although 

they have not done so yet. Image recognition and analysis for medical 

images have the potential to replace human radiologists, although this 

has not yet happened.

Recognition of what customers buy in stores could replace human 

point-of-sale cashiers. As Amazon describes the process at its pilot Go 

stores:

Our checkout-free shopping experience is made possible by the same types of 

technologies used in self-driving cars: computer vision, sensor fusion, and deep 

learning. Our Just Walk Out Technology automatically detects when products 

are taken from or returned to the shelves and keeps track of them in a virtual 
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cart. When you’re done shopping, you can just leave the store. Shortly after, 

we’ll charge your Amazon account and send you a receipt.5

There has been speculation about how few humans might be needed 

to staff stores like Amazon Go, but no details from Amazon. My own 

visits to the store in Seattle suggested that humans are there to help 

customers enter the store with the Go app, to check IDs when buying 

alcoholic beverages, and to clean up spills. Zeynep Ton, who researches 

how retailers and other employers provide good jobs to employees, 

notes that machines are unlikely to do everything in such stores:

Even if self-checkout prevails, most of the work at retail stores will still be done 

by employees. Customers will not be invited to receive merchandise on the 

loading dock, shelve merchandise, move merchandise between storage loca-

tions and the selling floor, or change prices.6

Image recognition of photos on the internet has thus far not had 

major impact on jobs and organizations either. Companies like Face-

book and YouTube certainly have algorithms designed to detect por-

nographic or terrorist images, but they generally work by flagging 

potentially problematic photos for human content checkers to evaluate 

further. Despite this two-level process, the company still occasionally 

makes mistakes.7 And it is likely, of course, that without the AI algo-

rithms, substantially more people would be needed to review content. 

However, these types of jobs are relatively new, and their numbers still 

seem to be growing rather than shrinking. YouTube has announced, 

for example, that it will increase its “content moderation” workforce to 

over 10,000 people in 2018.8

In general, the failure of the technology to create major impacts on 

organizations is primarily due to two factors. One, the technology is 

not entirely mature yet. Visual perception and recognition through 

deep learning promises to be as good as or better than humans at some 

point, but it’s not entirely there yet, and there isn’t enough labeled data 

to learn from.

Two, making major change in organizational arrangements and jobs 

would require substantial organizational and process change for estab-

lished organizations. Amazon was smart to try out these new processes in 
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an entirely new organization — Amazon Go — but it will surely find them 

more difficult to implement in the Whole Foods chain that it acquired.

Challenges to Broad Implementation

Any organization will face several challenges to broad implementation of 

image recognition as it rolls out the technology. Difficult boundary con-

ditions are one key barrier. In autonomous vehicles, for example, iden-

tifying pedestrians, other vehicles, roads, lane markers, and road signs 

during a snowstorm would be challenging for any current technology.

Problematic boundary conditions also are found in retail applications 

of image recognition. According to one account, Amazon Go faced a 

couple of these early on:

Amazon has run into problems tracking more than about 20 people in the store 

at one time, as well as the difficulty of keeping tabs on an item if it has been 

moved from its specific spot on the shelf.9

It is certainly possible that boundary conditions will ease over time 

as deep learning technology improves. However, it is important for 

organizations adopting this technology for image recognition to under-

stand the limitations at the time they implement it.

Privacy and “creepiness” issues can also inhibit image recognition. 

The most common application for concern in this regard is with facial 

recognition. Privacy issues arise with regard to retail environments; intel-

ligence, crime, and other government applications; and even personal 

technology. It is technically possible for store chains to employ facial 

recognition today to recognize frequent customers, but concerns about 

privacy and the “creepiness factor” have prevented it. In government, 

the greatest concern is, as the American Civil Liberties Union puts it:

The biggest danger is that this technology will be used for general, suspicionless 

surveillance systems. State motor vehicles agencies possess high-quality photo-

graphs of most citizens that are a natural source for face recognition programs 

and could easily be combined with public surveillance or other cameras in the 

construction of a comprehensive system of identification and tracking.10

Current technology is already capable of recognizing faces in a 

crowd, which raises concerns about governmental monitoring of pro-

tests or civil disobedience.
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Finally, there is the challenge that deep learning systems require — in 

most commercial applications anyway — labeled images for the models 

to learn from. Labeling images is labor-intensive and must generally 

be done by humans. Some open source databases like ImageNet have 

already incorporated previous labeling work by humans, but they con-

tain only certain classes of images (many cats, for example). If your 

organization plans to use supervised deep learning for some proprietary 

visual asset (say, your apparel line), you’ll have to figure out how to 

label many images.

Move Purposefully and Autonomously Around the World

The combination of new forms of AI, new or less expensive sensors, and 

traditional robotics means that smart machines are increasingly able to 

navigate the world and accomplish mobile tasks without human inter-

vention. Autonomous vehicles are the most obvious example of this 

phenomenon, but robots moving around factories and warehouses are 

another. In a highly mobile world the ability to move people and things 

around without human drivers is a dramatic change, which is why this 

category has attracted so much attention.

The concept of autonomous vehicles is well understood, but the exact 

level of autonomy they will achieve by what time is still uncertain. Level 

3 autonomy, for example, which is already available from several car 

manufacturers, means that vehicles can operate autonomously under 

many circumstances, but a human driver is still required to be available 

to take over. Level 4 vehicles are fully autonomous, but only under cer-

tain circumstances — slow speeds or certain road types, for example. Level 

5 autonomy implies a fully autonomous vehicle under all circumstances. 

While the greatest benefits for both businesses and consumers accrue 

from full autonomy, there are some benefits from partial autonomy as 

well — for example, a truck that can drive autonomously on highways 

while a driver sleeps, with the driver taking over in cities.

In addition to autonomous vehicles, robots are making strides (so to 

speak) in this category. Companies are already using robots to prepare 

food, assist shoppers, deliver room service meals, and engage banking 
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customers at the door. They can move not only around offices, factories, 

or warehouse floors (common, for example, in Amazon’s distribution 

centers), but also outside, across uneven terrain in unfamiliar environ-

ments. Boston Dynamics robots, for example, travel across terrain on 

two legs, four legs, or a combination of wheels and legs, depending on 

the model. They can even pick themselves up after falling, which earlier 

robots were unable to do.

Robots are also becoming more collaborative. In factories they used 

to be cordoned off from humans because any contact between humans 

and machines was dangerous (for the humans). A new generation of 

light-duty robots, however, can work alongside human workers, and 

can be easily trained by nonexpert workers.

Other changes in robotics that have contributed to their fast pace of 

improvement in the past several years are the rise of open-source robot 

operating systems, the proliferation of low-cost sensors, and the con-

vergence of robot perceptual and logical capabilities with broader, more 

powerful AI systems from other contexts.11 An IDC report predicts that 

spending on robots will hit $135 billion by 2019.12

Process Applications

Of course, many potential process applications of these technologies 

exist for both businesses and consumers. Some are available today, 

while others are just around the corner. Here’s a partial list:

•  Autonomous delivery of goods for businesses (probably more than a 

decade away)

•  Autonomous driving of humans in taxis and ride services (perhaps in 

five years or less within controlled areas of cities

•  Autonomous driving of humans in private vehicles (five to ten years?)

•  Autonomous flight by drones and eventually airplanes/helicopters 

(five years for drones, more than a decade for aircraft with human 

passengers)

•  Multiple manufacturing applications (already being used)

•  Warfighting applications (used today for identifying and exploding 

IEDs)



AI Tasks, Organizational Structures, and Business Processes	 121

•  Movement of high weight or volume goods around factories and 

warehouses (widely used today by companies like Amazon)

•  Care of elderly or bedridden patients (piloted in Japan today on a 

small scale)

•  Cleaning houses or performing other domestic tasks (already done in 

part by technologies like iRobot)

•  Autonomous farming (already used, for example, for thinning lettuce 

crops from a startup, Blue River, acquired by John Deere13)

•  Care of domestic and farm animals (robotic milking of cows is widely 

used)

Organizational Implications

The role of human drivers in a world of autonomous vehicles is one of 

the most discussed issues in AI. The American Trucking Association esti-

mates that there are about 3.5 million truck drivers in the United States, 

and some fraction of them may well at some point be out of work. The 

same might be said for the roughly 200,000 taxi drivers in the United 

States, and the approximately half a million ride-sharing drivers.

Of course, even when fully autonomous driving becomes available, 

not all of these drivers will lose their jobs. Not all owners of trucks, taxis, 

and ride-sharing vehicles will upgrade quickly. Some former behind-the-

wheel drivers will monitor vehicles remotely; others will provide driving 

services to customers who need extra help, or “white glove” delivery 

services. It is very likely, however, that we will need fewer people in 

these roles at some point — almost certainly within a decade.

Even with partial autonomy, somewhat fewer drivers may be neces-

sary. Perhaps partially autonomous trucks will be able to drive longer 

distances with a single driver, and perhaps drivers will not be necessary 

in all ride-sharing services. These job reductions are likely enough so 

that families, companies, and governments should begin planning for 

a post-driving future.

Within factories and warehouses, job losses from robots have been 

taking place for a while. Research by two economists of the impact of 

robots on local labor markets concludes that, between 1990 and 2007, 
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adding one industrial robot per thousand workers reduced employment 

in America by about six workers.14 And as I have noted, the robots dur-

ing this period were less qualified than those available today, and per-

haps less likely to fully replace human workers.

However, robots don’t always displace workers. Amazon, for exam-

ple, has deployed over 100,000 robots in its distribution centers and 

warehouses, many of which are from Kiva Systems — a company it 

acquired in 2012. But since beginning to deploy those robots in 2014, 

Amazon has added over 80,000 jobs in warehouses.15 Of course, it helps 

that Amazon’s volume of business has increased dramatically over that 

period.

I’ll discuss this issue in greater detail in chapter 6. For now, we’ll have 

to leave it that smart machines that move — autonomous vehicles and 

robots — are a considerable threat to human employment. But it’s not 

at all clear how quickly this threat will materialize, and how many jobs 

will ultimately be lost as a result.

The advent of many autonomous vehicles will also have impacts on 

the structure and functions of cities and of supply chains. We don’t 

know yet what it will mean for commuting, for optimal office loca-

tions, and for re-architected supply networks, but it’s not too early for 

companies to start thinking about those issues. Real estate decisions 

have long lead times and can play out over decades.

Challenges to Broad Adoption

The challenges to broad adoption of smart machines that move are simi-

lar to those for technologies that “perceive and recognize images,” since 

image recognition is also critical in this context. I discussed these as 

“boundary conditions” earlier in this chapter. The same issues involved 

in “identifying pedestrians, other vehicles, roads, lane markers, and road 

signs during a snowstorm” apply here as well.

Installed base issues are another constraint to broad adoption. Nei-

ther consumers nor companies will adopt the most sophisticated tech-

nologies immediately. That means that many older, nonautonomous 

vehicles will be on the road for a long time. In addition, the combi-

nation of autonomous and nonautonomous vehicles could make for 
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difficult driving. For example, MIT robotics researcher John Leonard is 

fond of showing a video in which he tries to turn left into a long line of 

bumper-to-bumper traffic. He argues that it will be even more difficult 

for autonomous vehicles to persuade human drivers to allow the merge. 

Interactions between autonomous vehicles and human pedestrians are 

also likely to be quite challenging.16 One pedestrian has already been 

killed by an autonomous Uber vehicle (with an inattentive human 

driver as a backup) in Arizona in 2018.

There may also be regulatory or public reaction issues in adoption of 

autonomous vehicles. Thus far, regulatory agencies have been largely 

open to the testing of autonomous vehicles. At least forty-seven cities 

around the world have approved autonomous vehicle pilots. But this 

could change if the public reacts negatively to accidents, or unfairly 

blames autonomous vehicles over human drivers for them. Data sug-

gest that while a majority of survey respondents would like to own an 

autonomous vehicle, a majority does not consider them safe.17

Assess Human Emotions

One set of tasks that is not commonly associated with AI is the assess-

ment of human emotions. This development is still in its early stages, 

but several startups have products on the market that purport to assess 

emotions. The primary method employed is machine learning analysis of 

facial expressions from images or video. Based on this analysis, companies 

claim to be able to detect “micro-expressions” that may not be identified 

by human eyes, and some even argue that they can use these expres-

sions to understand underlying personality traits and behavioral tenden-

cies. Most of these companies are relatively recent spinouts of university 

research labs.

The most common usage of this capability is in sales and marketing. 

Companies that want to understand how customers feel about their 

products or services can analyze their facial expressions to find out. 

Affectiva, for example, an MIT Media Lab spinout (from the Affective 

Computing research group), uses both facial and vocal expressions to 

assess whether customers like products, advertisements, media content, 
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and so forth. The company says its algorithms learn from over five 

million facial videos and two billion facial images within them. The 

company often works with consumer goods companies and uses mar-

ket researchers or advertising agencies as intermediaries.

There are other applications beyond sales and marketing, however, 

as well as technologies for emotion assessment beyond facial analysis. 

Facebook, for example, has attempted to make progress toward the goal 

of predicting suicide among the site’s users before they happen. The 

primary technology employed is AI-based analysis of speech in videos 

and text. Potentially problematic content is then reviewed (quickly, 

one hopes) by human Facebook employees. The initiative is partly in 

response to a series of live-streamed suicides on the site in 2017. Some 

have argued, however, that it is very difficult for even trained clinicians 

to predict suicide attempts, and that AI-based analyses would inevitably 

be less sophisticated.18

A move is also underway to create “social robots” that would serve as 

effective companions for humans — for example, the otherwise-isolated 

elderly. A necessary component of this companion role is clearly the abil-

ity to assess emotion in humans. The earliest social robots available today 

(for example, Jibo — another MIT spinout from the Affective Computing 

area of the Media Lab), however, don’t have the ability to assess emotion.

Process Applications

It is early days for the use of emotion assessment in business, but here 

are some current and potential applications:19

•  Assessing on a large scale what customers think of various types of 

online content — for example, ads, and online media (social media sen-

timent analysis is widely employed today)

•  Virtual market research for potential new products and services (done 

today on a small scale)

•  Evaluation of driver moods (e.g., “road rage”) and potential safety in 

autonomous vehicles (done on a small scale today, with questionable 

accuracy)

•  High-level diagnosis of various personality traits and problems (only 

in research labs today)
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•  Identifying perplexity or boredom in online education (technically 

possible but not yet available)

•  Making “social robot” companions more empathetic (they exist in 

primitive form today)

•  Reacting to moods and emotions in online gaming (possible today, 

but not widely used)

•  Understanding the impact of emotion on health status and health 

interventions (only in labs)

•  Assessment of the emotional state of animals (e.g., detecting pain 

levels in sheep20 — only in research labs)

Organizational Implications

The large-scale (but relatively shallow) analysis of human emotion is 

not an activity that most organizations currently pursue. Therefore, it is 

relatively unlikely that the application will have major negative impli-

cations for employees of businesses. Indeed, the rise of automated emo-

tion assessment may give rise to new jobs. Facebook announced in 2017 

that it planned to add 3,000 more workers to its 4,500-employee ‘‘com-

munity operations’’ function.21 This group reviews posts and other con-

tent reported for violent, suicidal, or otherwise troubling content. Since 

the automated assessment of emotion is often not sufficiently reliable 

on its own to be the basis for action, detection of potential problems 

usually results in further investigation by humans.

If this technology matures further, it could have implications for 

the large number of human workers who deal with human psyches. 

Psychiatrists, clinical psychologists, social workers, and other mental 

health clinicians could have their jobs augmented — or perhaps even 

replaced to some degree — by these technologies. However, this seems a 

long way off, and it may never be possible, for reasons that are detailed 

in the section below.

Challenges to Broad Implementation

This area of automated emotion analysis relies on signals that are diffi-

cult and ambiguous to interpret. Whether the data source is human facial 

expression or human words in speech and text, accurately translating 
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those signals into valid human emotions is difficult for trained experts, 

and is even more difficult for machines. In the case of human facial 

expressions, challenges exist even in identifying faces in videos and 

images, not to mention the difficulties of extracting relevant facial fea-

tures and determining how they represent emotions.22 Human linguists 

have difficulty even classifying whether social media comments are pos-

itive, negative, or neutral — and have much less success in determining 

how they translate into true emotions of their creators.

Given these difficulties, I believe that automated assessment will 

continue to be a “first pass” analysis at human emotions, and that 

detailed analysis by humans will be necessary in circumstances requir-

ing in-depth understanding of emotions. In other words, automated 

assessment won’t replace psychiatry or clinical psychology, but it may 

be able to provide a quick, semiaccurate reading of how online content 

appeals to humans, or how captured images and videos reveal certain 

emotional attributes of their subjects.

The Need for Process Architecture or (Re)Engineering

In the early 1990s, one of the most important management trends (I 

know because I wrote the first article and book on it) was business pro-

cess reengineering (BPR).23 This set of ideas, which encouraged order-

of-magnitude improvement in broad business processes, was advanced 

in best-selling books and led to considerable activity among consulting 

firms. The primary drivers of the BPR movement were a need for substan-

tially improved productivity (in part because of a perceived threat from 

Japanese competitors) and a powerful new set of information technolo-

gies. These technologies included enterprise resource planning (ERP) 

systems, direct connections between customers and suppliers, and the 

then-nascent Internet.

Some of the same opportunities and threats are present today. Pro-

ductivity growth in the United States, Western Europe, and Japan has 

languished for several years, and some prominent economists have pro-

claimed that information technologies have never fueled the produc-

tivity improvements of which they might be capable.24 The primary 
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threat perceived by many established firms is no longer large Japanese 

competitors, but rather nimble startups in regions like Silicon Valley.

Cognitive technologies are the current equivalent of disruptive tech-

nologies for processes. As in the 1990s, this generation of AI can become 

a driver of work transformation. Also as in the 1990s, the desired trans-

formation won’t take place through technology alone.

It may be time, then, for the rebirth of BPR — this time with a specific 

focus on AI as an enabler of process change. The marriage seems a good 

match. Cognitive technologies need a set of management structures 

and best implementation practices to yield the benefits of which they 

are capable. And BPR, which was perhaps overly ambitious in the first 

place, and which went astray in the 1990s as a label for large-scale job 

cuts25, could use some rehabilitation of its image.

Companies are just beginning to seize on the work redesign idea 

from AI. Thus far, many have “paved the cow path” by automating the 

existing work process. This is particularly the case with robotic process 

automation technology. As I suggested in chapter 3, simply automating 

existing workflows can be a fast way to get to implementation and ROI, 

but it misses an opportunity for substantial improvement in the process.

BPR can also be viewed as an instance of design thinking, a set of 

loosely structured techniques for envisioning new products or ways of 

doing business. According to Tim Brown, the CEO of IDEO (where the 

approach was pioneered):

Design thinking is a human-centered approach to innovation that draws from 

the designer's toolkit to integrate the needs of people, the possibilities of tech-

nology, and the requirements for business success.

Design thinking has largely been developed since the first generation 

of reengineering, and it is a broader and less structured approach. At 

least one cognitive technology expert — Manoj Saxena, the chairman 

of AI startup Cognitive Scale, and the former IBM Watson general man-

ager, argued that design thinking was a useful method for harnessing 

cognitive technology.26

It will probably also be useful to employ some of the typical tools 

used in BPR and other process-centric methods, such as understanding 

and measuring the current process, and laying out the steps and flows 
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of the “to be” process. In addition, it’s key to describe the specific “divi-

sion of labor” between humans and machines at different steps within 

the process. One call center company, for example, determined that 

only humans were able to deal with the breadth of call topics from cus-

tomers calling in for service. So they employ humans for initial triage 

of calls, and then connect customers to one of more than a thousand 

“bots” to handle detailed questions. Another company — a financial 

asset management and brokerage firm — chose the opposite approach, 

designing the bot to handle first line questions, and humans to address 

detailed questions on particular topics. There’s no right answer to this 

sort of question — only one that fits your situation and strategy.

The keys to cognitive-driven BPR are to explicitly focus on processes, 

to strive for ambitious levels of change, and to pay considerable atten-

tion to organizational change management issues. It’s also important to 

involve those who do the work today in the redesign process, so sending 

out messages that “augmentation” will be the order of the day rather 

than “automation” will facilitate their involvement.
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Most of the predictions and accounts of the job impacts of AI have 

focused on the bad news. Millions of jobs can be automated, these 

accounts suggest. Those at the lower end of the socioeconomic spectrum 

have the most to fear. Evil bosses will substitute machines for labor with-

out a second thought. Unless a minimum basic income is established, 

inequality will grow until there are riots in the streets. Even if some new 

jobs are created, there won’t be enough to avoid social and economic 

dislocation.

These concerns could turn out to be true. As you’ve already read in 

this book, cognitive technologies will be able to perform many tasks 

with a high degree of autonomy. They are likely to create substantial 

upheaval in job markets. New skills will inevitably be required. But after 

researching this topic for several years, I am convinced that there will 

not be massive job loss from automation anytime soon.

Of course, nobody knows for sure what’s going to happen in the 

future of work (or any other future, for that matter). There are four 

things that we can do to try to get a sense of what will happen with jobs 

and skills because of AI, however. One is to extrapolate from the past 

and the present, although many people believe that cognitive technol-

ogies will get a lot smarter quickly — making extrapolation less reliable. 

Two, we can look at the details of contemporary jobs and tasks and 

assess how many of them can be automated in the near future. Three, 

we can employ surveys and ask practicing managers what they think 

is going to happen with jobs. And four, we can employ logic to debate 

how likely automation will be. I’ll use each of those approaches in this 

chapter — we need all the tools we can get!
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In the next couple of sections I’ll review both the case for large-

scale automation and the (more likely) case for marginal automation 

and broad “augmentation” of human workers by AI and vice-versa. 

Managers generally find the idea of automation appealing from 

both cost reduction and operational performance perspectives. On 

the other hand, augmentation tends to provide more flexibility and 

potential for innovation, and large-scale automation is often difficult 

to accomplish. I’ll then describe how companies can move forward 

on either their automation or augmentation strategies, although 

I believe augmentation is both a more likely and more desirable 

future.

The Case for Large-Scale Automation

Let’s face it — artificial intelligence is a powerful tool, and it can 

do — more or less by itself after being programmed — a broad range 

of things. My conclusion after the IBM Watson Jeopardy! win (against 

the best human players) and the Alphabet Go win (against one of 

the best human players) was that if we set our minds to teaching 

a  task — any task — to cognitive systems we will ultimately be suc-

cessful. And “successful” means the ability to do that task better than 

a human.

The concern about large-scale automation probably reached its peak 

in 2015, when books like Martin Ford’s Rise of the Robots1 and Jerry 

Kaplan’s Humans Need Not Apply2 acquainted readers with the idea that 

AI was improving rapidly, humans were not, and technology was likely 

to replace many workers across a variety of industries and business 

functions.

This logic and some further investigation informed a series of pre-

dictions about how likely AI is to take over human jobs. The method 

employed in these predictions is usually to break down jobs into their 

constituent tasks, and then assess how likely future AI (often at an 

unspecified future date) will be able to perform that task. If a majority 

or sizable minority of the tasks can be performed by a smart machine, 

the job is classified as “automatable.”
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The earliest of this type of prediction came in 2013 from Karl Bene-

dikt-Frey and Michael Osborne, two researchers at Oxford University. 

They analyzed the percentage of jobs that could be automated based 

on the tasks they performed. For jobs in the United States, they deter-

mined that 47 percent were likely to be automated by 2033 based on 

task analysis and low levels of “bottlenecks to computerization.”3 The 

same Oxford authors, working on another study using similar methods, 

concluded that 35 percent of U.K. jobs could be automated over the 

next ten to twenty years.4 These studies, perhaps offering a higher level 

of precision than is warranted about the future, received a high degree 

of attention in the press.

Several other researchers in universities and consulting firms have 

used similar methods. An OECD-sponsored paper by several researchers 

from Germany argued that Frey and Osborne’s study focused on the 

automatability of entire jobs rather than tasks (the jobs were broken 

down into tasks in the Oxford study, but the entire job was rated for 

automation potential). Given that jobs typically consist of a series of 

tasks, they argued that the number of nonautomatable tasks in many 

jobs meant that the overall level of job automation would be much 

lower — 9 percent on average across 21 OECD countries.5

A PWC study attempted to reconcile the diverse findings of these 

two studies — that is, 47 percent vs. 9 percent — and concluded that the 

OECD study overcorrected for the task vs. jobs issue. These researchers 

argued that the best prediction was 38 percent in the United States and 

30 percent in the United Kingdom. They raised the important caveat 

that “not all of these technologically feasible job automations may 

occur in practice for the economic, legal and regulatory reasons” they 

elaborate in their paper.6 However, they did not estimate the impact of 

these other factors on job loss percentages.

In 2015 McKinsey Global Institute researchers used job breakdowns 

into tasks to predict that 45 percent of jobs (representing $2 trillion in 

compensation for U.S. workers) could be automated using current, but 

leading edge, technologies. They predicted that an additional 13 per-

cent of jobs could be automated with better natural language processing 

technologies.7
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In a 2017 report, however, the McKinsey researchers made an impor-

tant addition to their methodology. They pointed out that whether a 

job was technically automatable was only one of several factors deter-

mining whether it would be automated over a certain timeframe. Four 

other factors they identified include:

•  costs to automate

•  the relative scarcity, skills, and cost of workers who might otherwise 

do the activity

•  benefits (e.g., superior performance) of automation beyond labor-

cost substitution

•  regulatory and social-acceptance considerations

While 45 percent of jobs might be technically automatable, the 

McKinsey researchers stated that fewer than 5 percent of 830 U.S. occu-

pations are candidates for “full automation” given existing technology 

capabilities and these other influences.8

The automation-of-jobs literature, then, suggests that between 5 per-

cent and 47 percent of jobs will be automated over the next couple of 

decades. No one knows the right answer, but for the reasons I describe 

below, I’d argue that the number will be much closer to 5 percent than 

47 percent.

One reason for my lower-bound estimate is that automation is hard. 

The technology has to be really good to fully entrust a set of tasks to it. 

The tasks that the machines can accomplish have to be broad enough to 

replace entire jobs. The organization has to figure out a new work pro-

cess and what to do with the people who previously performed it. There 

may be some legal or regulatory challenges to full automation. It’s no 

wonder that I and at least some other observers expect that the amount 

of it will be relatively small.

Certainly some managers desire automation because they feel it will 

make their companies more cost-competitive, or their customers more 

satisfied. Assuming that the automation doesn’t happen on an econ-

omy-wide scale and that there will still be customers with jobs who can 

afford to buy their offerings, automation could be good for the compa-

nies and the overall economy.
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The Case for Large-Scale Augmentation

As I suggested above, I believe augmentation — smart humans work-

ing in collaboration with smart machines — is by far more likely than 

large-scale automation. There are a number of reasons for this, and I’ll 

describe five of them below. If you want more detail on this topic, Julia 

Kirby and I wrote a book on it in 2016.9 We argued that augmenta-

tion also has strategic benefits, in that it is more conducive to rapid 

and frequent innovation in business processes and models. We strongly 

emphasized the likelihood of augmentation, and we haven’t changed 

our minds since then.

First, as some of the automation research cited suggests, AI tends to 

support or automate tasks, not entire jobs. Almost every job consists of a 

variety of tasks. While the mix of automatable vs. nonautomatable tasks 

varies across job types, relatively few jobs have so many structured and 

quantitative tasks that they can be fully automated. At some point, per-

haps, cognitive technologies will be able to do everything that humans 

can do, only better. At this point of “singularity,” of course, all bets 

about potential job loss are off. It’s also worth mentioning that some of 

the tasks that smart machines can automate are likely to be managerial 

ones, not just those performed by lower-level employees.

A second reason augmentation is more likely is that surveys suggest 

that most managers neither want nor expect large-scale automation. In a 

Deloitte 2017 survey of “cognitive aware” managers, for example, only 

6 percent of respondents ranked “reduce headcount through automa-

tion” as their primary objective for using cognitive technologies — the 

lowest among nine alternatives — and only 22 percent put in in their 

top three priorities — again the lowest among all options.

In the same survey, the percentage of respondents expecting sub-

stantial job loss from AI-driven automation varied from 11 percent in 

three years, to 14 percent in five years, and 22 percent in ten years 

(see figure 6.1). Except for the ten-year prediction, these numbers were 

substantially lower than the percentages expecting more optimistic 

outcomes — new jobs from AI, augmentation of workers by AI and 

vice-versa, or no real change in jobs. Even in ten years, 28 percent of 
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managers in the survey expected “many new jobs” from AI/cognitive 

technology, versus the 22 percent expecting substantial job loss.

Other surveys find similar results. In a 2017 McKinsey survey, for exam-

ple, the companies that have most aggressively adopted AI are pursuing 

growth from the technology rather than cost savings.10 In a Genpact-

sponsored survey by Fortune Knowledge Group, AI leaders are very likely 

(96 percent agreement) to believe that AI will transform their workforce, 

but substantial majorities expect that humans will move to more complex 

work and that there will be a need for reskilling employees.11 In another 

Cognizant survey of 5,000 consumers in three English-speaking coun-

tries, only 10 percent strongly agree that AI threatens their jobs today.12

In a survey I participated in of 152 consulting projects using auto-

mation technologies, virtually none involved substantial employee 

Figure 6.1
Predictions about Job Futures over Different Timeframes

Source: 2017 Deloitte “Cognitive Aware” Survey

Don't know at this point

We are likely to see many new jobs
from AI/cognitive technology

AI/cognitive technologies are not likely to have much impact
on the workforce over this timeframe

Workers and AI/cognitive technologies are likely
to augment each other to produce new ways of working

Workers are likely to be displaced in substantial numbers
by AI/cognitive technology-driven automation

May not add to 100% due to rounding

3 years from now 5 years from now 10 years from now

11% 14%
22%

51%
36%

28%

17%

23%
15%

18% 23%
28%

3% 4% 7%
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job loss thus far. The jobs lost primarily involved outsourced work-

ers, and no projects involved more than 100 lost jobs of any type. 

Some projects did have plans to eliminate jobs, but the numbers in the 

plans were still quite small. Many planned to keep the same number 

of workers and be able to grow using cognitive technologies without 

adding employees.13

A third factor in the argument that massive automation will not take 

place is experience from previous generations of technology. Boston Univer-

sity economist James Bessen, for example, has pointed out that there 

are still about the same number of bank tellers in the United States as 

there were in 1980, despite technologies such as ATMs and internet 

home banking that would seem to threaten this occupation.14

A study by Dana Remus and Frank Levy on the impact of automation 

technologies on the legal profession finds that while lawyers’ jobs have 

been substantially changed by technology, there has been little if any 

job loss.15 In a blog post, radiologist Luke Oakden-Rayner argues that 

for radiologists to lose their jobs from automation, more than 5 percent 

of radiology images would have to be fully automated each year — and 

that this is unlikely to happen given current technology trends and 

capabilities.16

A fourth reason automation is less likely than augmentation is that 

people find new jobs and tasks to perform when previous tasks are taken 

over by automation. Insurance underwriters, for example, haven’t dis-

appeared even though rule-based underwriting has automated much of 

their traditional roles of approving and pricing insurance policies. Some 

have moved into jobs involving communicating with customers and 

insurance agents about policy applications and approvals. Others moni-

tor the automated systems themselves, and some monitor the outcomes 

of automated underwriting decisions in terms of an insurance company’s 

broad risk portfolio. Some have lost their jobs, and insurance underwrit-

ing is not considered a growth profession.

In my research on the implications of AI, I have observed many 

examples of jobs — from elementary school teachers, to lawyers, to 

dermatologists — in which some aspect of the job had been automated, 

but new roles and skills emerged to give people plenty to do. For exam-

ple, in a “School of One” in New York where decisions about what 
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content to provide to students had been taken over by an adaptive 

learning system, a teacher I interviewed spends a lot of time interpret-

ing what the system is recommending for students, recommending new 

learning strategies and behaviors, and exploring new software and con-

tent sources. Although educational content is increasingly online and 

adaptive learning systems do an excellent job of serving the right content 

to students, no one is proposing that teachers are no longer necessary.

A fifth and final reason massive job loss is not a concern is that a lot 

of entirely new jobs will be created. Digital marketers, for example, hold 

jobs that probably wouldn’t exist without the automation in that field. 

It simply wouldn’t be feasible, for example, to go through a quick price 

auction and place personalized and targeted digital ads on publishers’ 

sites in milliseconds without so-called programmatic buying based on 

machine learning. But there is still a variety of tasks for which human 

digital marketers are necessary, and they are able to be substantially 

more productive than the marketers of old because of the automation.

Others have addressed the issue of new jobs as well. Gartner Inc., the 

market research firm, predicted (without any discussion of its predic-

tion methods) that while there would be a substantial number of jobs 

lost to AI in the short run, within three years from 2017 the increase in 

net jobs would be positive as a result of new AI-related jobs. By 2025, 

the firm argues, there will be two million net new jobs.17

The consulting firm Cognizant’s Center for the Future of Work has 

identified twenty-one jobs that will be created over the next ten years, 

most of which depend on AI in some way.18 There’s the AI-Assisted 

Healthcare Technician and the Man-Machine Teaming Manager, for 

example. It is of course impossible to know for sure whether such jobs 

(and such titles) will materialize, but very likely that some new jobs will 

emerge — some of which even consultants can’t dream up.

One of the most cogent arguments for new jobs in the Cognizant 

report is this one:

Technology solves — and creates — problems. The guilty little secret of the tech-

nology world is that every solution begets a problem. Fix A, and then B goes on 

the fritz. Develop C — which is a great new thing — and then realize you’ve also 

created D — which is a terrible new thing that needs fixing. Intelligent machines 
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will address many problems in society (see above), but in doing so, they will 

also create lots of new problems that people will need to work on addressing. 

Work that they will monetize. The work ahead goes on forever.

This is similar to the argument made by Jeanne Ross of MIT in a 

recent short article. She argues that “the outputs of most automated 

processes require people to do something.”19 I have seen this issue arise 

in a variety of enterprise situations. Several companies in the financial 

services industry, for example, use a system from the company Digital 

Reasoning (disclosure: the company once sent me a cool T-shirt and 

jacket) to monitor employee communications for potential fraud or 

malfeasance. The company’s technology is good enough to suggest a 

high potential for investigation, but not quite good enough to accuse 

and fire the likely offender — so that final step (after some more inves-

tigation) has to be taken by humans.

The Accenture researcher Jim Wilson and his colleagues have writ-

ten that new jobs created by AI will fall into three categories: trainers, 

explainers, and sustainers.20 Trainers will train cognitive technologies in 

capabilities that don’t come naturally to them, for example, in empa-

thy. Explainers, of course, explain the process and results of AI-based 

decisions, particularly to nontechnical senior executives. And sustainers 

ensure that cognitive systems are performing well over time, in areas like 

task performance as well as ethical compliance. The authors argue that 

some of these jobs will be in high demand, so organizations should begin 

to redesign their talent management processes to hire or train them. 

Wilson and Accenture Chief Technology Officer Paul Daugherty have 

recently written a book called Human + Machine21 that identifies six hybrid 

roles that humans and machines will need to perform in collaboration.

This is a compelling set of arguments suggesting that augmentation 

is a more likely outcome than large-scale job loss from automation. 

Of course, that doesn’t mean that in some settings companies will not 

replace workers with machines. Nobody knows for sure what will hap-

pen to jobs in the future, but if there is any doubt in the matter, workers 

with jobs, and many managers as well, will be better off if we believe in 

augmentation and do our best to make it effective. In the next section I 

will discuss some steps that can move us in that direction.
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Moving Forward with Augmentation — or Automation

Whatever an organization has decided in terms of automation or aug-

mentation as the most likely or most desirable (or both) future for its 

jobs, there are still many things it needs to do to move ahead with this 

objective. It’s unlikely that one overall strategy or set of approaches 

will serve equally for every job. Therefore, organizations need to clas-

sify their jobs, determine the appropriate level of human and machine 

activity for each, identify the skills most likely to be needed in the 

future, and begin preparing both the people and machines for their 

future roles.

Classifying Jobs

Both augmentation and automation happen task by task, job by 

job. So it’s important to identify some of the important jobs in your 

organization — ​ideally even some jobs that don’t exist today — and begin 

to classify them in terms of the types of AI that might come into play 

with them. Some forward-looking companies are beginning to do this. 

GE, for example, has created a series of job “personas” (with, e.g., names 

and descriptions) that include both jobs that will largely be automated, 

jobs that will be substantially changed, and entirely new jobs that will 

be created — all specifically in reference to cognitive technology–driven 

change.

These personas are beginning to be used to help current employ-

ees think about how their skills need to evolve. A materials manager 

in a manufacturing plant, for example, needs to ensure that there are 

materials and components available to build or service products. In the 

past he or she might have automatically ordered parts based on a one-

hundred-day lead time, but a machine learning model might show that 

some parts typically arrive in ninety days. The short-run focus will be 

to help the materials manager understand the statistics and make the 

right decision about ordering. In the future, the machine might place 

the order, but the materials manager will need to know why the order 

was placed and what assumptions are behind the machine learning 

analysis — and intervene when necessary.
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I have identified five alternative steps that organizations can take 

with respect to automation.22 These could also be used as a way to 

classify jobs in terms of which approach seems most likely or feasible. 

The five steps, which have been applied to a number of specific jobs, 

include:

Step In

Perhaps the most common augmentation role is stepping in. Those 

who play this role monitor and modify the work of a smart machine, 

and intervene when it has problems. Taxes may increasingly be done 

by computer, but smart tax accountants know the mistakes that auto-

mated programs often make (and the common mistakes of the human 

users of such programs), and look out for them. Ad buying in digi-

tal marketing is almost exclusively automated today, but only people 

can say when some act of “programmatic” ad buying actually hurts 

the brand, and how the logic behind it might be tuned. The human is 

ensuring that the computer is doing a good job and making it better.

Step Up

Stepping up involves adopting a managerial work design role that over-

sees the application of cognitive tools to the business. There will always 

be some jobs for people capable of more big-picture thinking and a 

higher level of abstraction than computers are capable of. In essence this 

is acting on the same advice that has always been offered and taken as 

automation encroaches on human work: Let the machine do the work 

that is beneath you, and take the opportunity that affords you to engage 

with higher-order concerns. People in this job need to stay broadly 

informed and creative enough to be part of their organization’s ongoing 

innovation and strategy efforts.

Step Aside

Stepping aside means creating jobs out of non-codifiable human 

strengths that aren’t about purely rational cognition, but draw on 

what Howard Gardner has called our “other intelligences.” These jobs 

might focus specifically on the “interpersonal” and “intrapersonal” 
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intelligences — knowing how to work well with other people, and 

understanding your own interests, goals, and strengths — or the “visual-

spatial” or “bodily kinesthetic” ones involving art or physical activity.

Step Narrowly

Stepping narrowly means finding a specialty area within your profession 

that is so narrow that no one would be tempted to automate it; it just 

isn’t economical to do so. These types of workers excel on the basis of 

their nonautomated expertise, but they can improve their performance 

by building their own databases and routines for keeping current, and 

by connecting with systems that combine the output of their very spe-

cialized work with others’.

Step Forward

Finally, to step forward is to construct the next generation of AI tools 

and software. Behind every great machine, it’s still true that there is a 

human — often many of them. Clearly this is a realm in which knowl-

edge workers need strong skills in computer science, artificial intelli-

gence, and analytics. Stepping forward means bringing about the next 

level of encroachment of the machines, but it also is work that is itself 

highly augmented by hardware and software.

Of course, if one is classifying jobs or workers for the purposes of 

automating them away, “stepping out” of the workforce might be an 

additional category. My focus is on augmentation, so I do not discuss 

that here.

It may seem overwhelming to apply such classifications or persona 

development to every job in a company, but it’s more feasible to do 

it for a subset of jobs. The subset might be based on an assessment 

of which jobs are most important to a company’s strategy, which jobs 

have the most people working within them, which jobs are most sub-

ject to automation, or which jobs are deemed most likely to benefit 

from the addition of some AI capabilities.

One property and casualty insurance company, for example, decided 

that the two most important jobs to analyze with regard to AI were 
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underwriters, who set prices for insurance, and claims adjusters. Both are 

well-paid, knowledge work jobs with a relatively high number of incum-

bents in them. The company’s technologists believed that the time was 

ripe for revisiting the systems used to support underwriting, which were 

based on codified decision rule engines created in the 1990s. On further 

examination, however, the company found that the underwriting sys-

tems were still quite accurate. There is the potential for using sensors, 

satellite imagery, and other external data sources for underwriting, but 

the company doesn’t believe that the technology and data environment 

is quite ready yet for this sort of application. So any major changes in 

the underwriting job were postponed until a later time.

For the claims adjuster job, the company has maintained a number 

of people scattered around the country to assess damage to cars and val-

idate claims. However, the company has some pilots — successful thus 

far — involving the use of deep learning of digital images to evaluate 

automobile damage. The company has decided that it will need fewer 

claims adjusters in the near future, so it is not hiring new ones (and 

many of the current group of them are nearing retirement age). The 

claims adjustment process will eventually be almost completely central-

ized, with any remaining local claims work given to consultants. Claims 

adjusters of the future won’t need to be deep learning experts, but they 

will need to understand how the systems make decisions and be able to 

communicate effectively about them with customers and agents.

For each job or each job on which the organization has decided to 

focus, it may also be useful to classify the appropriate and likely level of 

technology support. It’s possible, for example, to use the autonomous 

vehicle six-level autonomy classification for job classification purposes. 

It specifies:

•  Level 0 — no assistance from technology

•  Level 1 — human assistance from technology

•  Level 2 — partial automation

•  Level 3 — conditional automation

•  Level 4 — high automation

•  Level 5 — full automation23



142	 Chapter 6

A simpler version from consultant Anand Rao divides the types of 

AI technology into three categories with regard to their automation 

objective:

•  Assisted intelligence, now widely available, improves what people 

and organizations are already doing

•  Augmented intelligence, emerging today, enables organizations and 

people to do things they couldn’t otherwise do

•  Autonomous intelligence, being developed for the future, creates and 

deploys machines that act on their own24

An organization could identify for each analyzed job the type of 

intelligence or automation level that is most likely to be applicable, 

and the rough time frame in which it will be feasible.

Once jobs have been classified in terms of the desired or likely level 

of automation, the next step would be to inform the incumbents of 

those jobs what is likely to happen and what they can do about it. If 

the job is to be phased out because of automation, employees could be 

encouraged to look or train for other jobs. If some form of augmenta-

tion is deemed likely, the focus would shift to preparing for job and skill 

change. In either case, employees need considerable time to adjust or 

retrain themselves. It’s probably better to warn them too early rather 

than too late.

Job and Skill Change

The speed with which organizational and job changes will happen, the 

actual number of jobs lost, the fate of specific jobs — all of these are still 

very uncertain despite many predictions. What is certain is that jobs 

and skills will change, sometimes dramatically, as smart machines are 

adopted in the workplace.

Of course, some types of jobs will change more than others. The ones 

that will change the most include:

•  Jobs with a high degree of structure and repeatability — Technologies like 

process and physical robots mean that those jobs in which key tasks are 

predictable and repeated often will be at risk. In factories these types 

of jobs have often already been replaced by robots, but now robotic 
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process automation may substitute for human workers doing repeti-

tive, structured tasks in offices.

•  Digital jobs that don’t involve direct contact with customers — Human cus-

tomers often prefer to be dealt with by other humans. If a job doesn’t 

involve direct contact with humans, it’s more likely to be at risk. For 

example, in medicine, radiologists and pathologists, who don’t typically 

see patients directly but view images of them, have more job risk than 

general practitioners or nurses. Offshore workers’ jobs are also at risk, in 

part because they don’t normally work in proximity to their customers 

or suppliers.

•  Jobs that make heavy use of quantifiable data or codifiable knowl-

edge — Jobs involving decisions made with data or structured, codifiable 

knowledge are typically more at risk than those involving knowledge or 

perception that varies too much to be codified. The more data involved, 

the more likely that machine learning algorithms can make the deci-

sion faster and more accurately than a human. Digital marketing is a 

great example; there is no way that a human could analyze all the nec-

essary data and make a decision about which ad to publish on which 

site in less than a second.

•  Entry-level jobs — Automation technologies have already had a nega-

tive impact on the ability of entry-level workers to get jobs in fields like 

architecture and law. As AI helps machines develop more capabilities, 

they will spread into other fields as well. Entry-level workers by defini-

tion don’t have much experience or expertise, and machines can do 

their jobs relatively easily. That, of course, makes it difficult for entry-

level workers to gain the needed experience and ever make it to senior-

level roles.

•  Jobs that don’t generate revenue or profit — Companies will be inclined 

to apply cognitive technologies to jobs that cost them money, rather 

than those that make them money. If a job is in customer service, for 

example, it’s more likely to be replaced or augmented by a machine 

than one in sales.

If a particular job falls into any of these categories, it doesn’t mean 

its incumbents will be out on the street anytime soon. However, it does 
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mean that these jobholders have a particular need to follow the capa-

bilities of cognitive technologies, learn new skills, and be prepared to 

add value to what machines do.

Skills for the Future of Jobs

The skills that a particular jobholder will need to do battle with 

machines in the workplace — or at least complement them — will, of 

course, vary by the job. But some generic skills will be broadly valuable 

in the workforce as managers seek to maximize the value of human 

talent. Managers themselves will also benefit from acquiring many of 

these skills. They include:

•  Being conversant with how machines think — Knowing the logic and 

flow of a computer system is important for anyone who works along-

side or who oversees smart machines. Acquaintance with how systems 

think can be helpful in troubleshooting, understanding limitations, 

and explaining the operation of cognitive technologies. With some 

cognitive technologies, as in rule-based systems or robotic process 

automation, figuring out how a system thinks is relatively easy — the 

logic is transparent and accessible, even to amateurs. In the case of 

complex algorithmic systems like deep learning, it is much more dif-

ficult and may be impossible.

•  Having an understanding of analytics and data structures — In the great 

majority of cases and types, cognitive technologies are based on 

analytics and data — sometimes very large volumes of it. Understanding 

statistics, data structures, and how to make decisions from them will be 

of help to anyone seeking to work with AI.

•  Becoming familiar with different types of AI — Particularly for those 

individuals who seek managerial roles relative to cognitive technolo-

gies, understanding the different types and functions of the AI world 

is essential. It’s impossible for someone to sponsor and implement a 

project involving image recognition, for example, if they don’t know 

that deep learning is the most likely method to doing a good job of it.25

•  Having domain knowledge of the business and industry — Anyone who 

wants to work alongside smart machines in a business will need to 

understand not only the machines themselves, but also the aspects of 
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the business to which they are applied. AI can’t be applied to account-

ing and auditing processes, for example, without a deep understanding 

of the key issues, tasks, and knowledge involved in those fields.

•  Possessing a strong ability to communicate — As machines take on more 

decisions and actions, one of the key tasks left for human workers is 

effectively communicating the outcomes of machine activities to other 

humans. Some insurance underwriters, for example, no longer price 

insurance policies, but they work with customers and agents to commu-

nicate and justify what automated underwriting systems have decided.

•  Having high levels of emotional intelligence — Despite some progress, 

computer systems still don’t possess much emotional intelligence. That 

means humans have a competitive advantage in the workplace if they are 

perceptive, sensitive, and insightful about human emotions. In health 

care, for example, “bedside manner” will become an even more impor-

tant attribute for humans seeking work in the field than it is today.

Note that I haven’t put coding, or the ability to develop computer 

programs, on the list. That skill would be very useful, of course, for any-

one wanting to “step forward” and develop new cognitive systems. And 

rudimentary coding skills are useful in learning how smart machines 

think. However, many experts believe it is likely that much coding will 

be automated over the next several years.26 Therefore, developing cod-

ing skills may not be necessary for many people who want to work 

alongside cognitive technologies.

Of course, the most generic skills of all are lifelong learning and 

intellectual curiosity. Whatever skills and knowledge we happen to 

have accumulated, chances are good that many of those intellectual 

assets will no longer be relevant to an AI-driven future. We’re in for a 

lot of change, and that means organizations and individuals need to 

learn continuously.

Bob Kegan, a professor of adult learning at the Harvard Graduate 

School of Education, emphasizes this need:

The time it takes for people’s skills to become irrelevant will shrink. It used to 

be, “I got my skills in my 20s; I can hang on until 60.” It’s not going to be like 

that anymore. We’re going to live in an era of people finding their skills irrel-

evant at age 45, 40, 35.27



146	 Chapter 6

It’s also clear that information technology will be key factor driving 

these changes, so the learning will need to have the technology at the 

center of it.

Company and Job-Specific Skills Strategies

I’ve described generic skills that may be useful for working with cogni-

tive technologies, but companies will need to develop more detailed 

strategies for their organizations and for specific jobs within them.

Bank of America, for example, is automating many activities in its 

bank branches, so its tellers (now known as customer service representa-

tives) are having to adopt several new skills. Since branches are largely 

automated, interactions with service providers will primarily be remote, 

oriented to specific products (e.g., mortgages) and will involve discussions 

of issues with self-service banking applications. A “digital ambassador” 

within some branches will help customers with digital banking issues 

and will direct them to the self-service applications they need (including 

Erica, the bank’s digital chatbot). In other words, some tellers/CSRs will 

have to have deep product skills and be familiar with product-oriented 

applications, while others will need to be familiar with a broad range of 

digital banking options and have strong interpersonal skills.28

Jobs involving the provision of services to employees (such as IT 

help desks and employee onboarding) will also change with AI. Com-

panies like ServiceNow, which already provided systems to automate 

key aspects of these activities, are beginning to use machine learning to 

add more intelligence to the processes. Since relatively simple tasks will 

be increasingly automated, employees in service functions will have to 

focus on detailed and complex service problems, and will perhaps have 

to specialize to gain the relevant deep knowledge. Some of the same 

types of changes may also be necessary for call center workers who pro-

vide services to customers.

Many jobs over the past several years have been devoted to fraud and 

threat detection in financial services and cybersecurity. But fraudsters 

and hackers have become more numerous and productive, and it is 

increasingly difficult to keep up with all the threats in these areas with-

out some degree of automation.
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In these roles fraud prevention and security professionals have been 

trained to identify threats using various data sources and signals, and 

then to investigate them. But as cognitive technologies increasingly 

perform threat detection activities, the emphasis for humans in these 

processes will shift toward investigation and confirmation of threats. 

For internal threats from employees, skills will need to shift to investi-

gatory capabilities — interviewing, evidence-gathering, and the like — as 

well as legal and regulatory knowledge for human resource manage-

ment. For external threats, skills may need to gravitate toward working 

with law enforcement agencies.

It’s Time to Get Started

While the need for new skills and training related to AI may seem to 

be in the distant future, the time for companies to get started on these 

kinds of programs is now. New skills take a long time to acquire, and 

even developing the programs to create them can be time-consuming. 

Some companies appear to already be offering programs to retrain for 

AI-oriented skills, although I have observed few of these in practice. 

But in the 2017 Deloitte “cognitive aware” survey, respondents both 

expressed a high need for retraining and said they were already doing it.

When asked about the steps necessary to prepare employees for cog-

nitive technologies, substantial majorities agree that most of the inter-

ventions listed were needed, including:

•  Training employees to develop cognitive technologies (70 percent)

•  Training employees to work alongside cognitive technologies (64 

percent)

•  Conducting awareness education on cognitive technologies and their 

implications (63 percent)

•  Creating new departments and roles to lead the use of these tech-

nologies (61 percent)

Thirty-nine percent of respondents felt the need to prepare employees 

for alternative careers outside the company.

The perceived need for training didn’t surprise me. However, given 

earlier results in the survey that de-emphasized automation-related 
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job loss, I was somewhat surprised that almost two in five respon-

dents thought retraining for alternative careers was in order. Perhaps 

this means that job markets in the future will be in a lot of flux, with 

new skill requirements and a lot of people both leaving and entering 

organizations.

I also did not expect that 63 percent of respondents (and 76 per-

cent of those from companies with over 5,000 and fewer than 10,000 

employees) said they already had training programs underway to pre-

pare employees to deal with change in their jobs from cognitive tech-

nologies. Thirty-two percent said they didn’t have them yet but planned 

to create some.

A 2017 Genpact survey of 300 global business leaders to which I have 

previously referred was perhaps somewhat more realistic, with lower 

numbers saying they are already undertaking AI-related retraining. It 

found that although 82 percent of the respondents plan to implement 

AI-related technologies in the next three years, and 57 percent believe 

they are likely to transform the workforce, 38 percent say they currently 

provide employees with reskilling options.29

Even the 38 percent figure seems high to me, however. I have not 

observed many of these AI-related retraining programs in companies. 

Perhaps the respondents in these surveys interpreted the survey ques-

tion loosely and are saying that they do have retraining programs, 

albeit not driven specifically by AI.

Whether that many retraining programs are actually underway to 

this degree, it’s not unreasonable to start them well ahead of the wide-

spread application of cognitive technologies to your business. Such pro-

grams can be designed to yield new skills that are highly likely to be 

relevant to new tasks and business processes, and they signal to employ-

ees that change is coming. They are likely to motivate sentient workers 

to assess their own skills, to think about their futures as colleagues of 

cognitive machines, and to begin developing the skills that will make 

them successful.
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I’m always wary of writing book chapters about new technology. In 

my previous books where I’ve done that, the technology chapters have 

always been the first to become obsolete. This is particularly problematic 

for the field of cognitive technologies now, when many vendors are 

embracing the capabilities, and startups are trying to innovate at a furi-

ous pace.

But managers still need guidance in making technology decisions 

about AI. I will attempt in this chapter to focus on some relatively time-

less issues, such as whether a company should “build or buy” the rel-

evant tools. However, if you are reading this book ten years after the 

publication date, you may want to skip this chapter in favor of a more 

contemporary source.

Technology Challenges

Before discussing the strategies that companies have adopted to solve 

the technical challenges of AI, it may be useful to describe the chal-

lenges they face. I have already mentioned in chapter 3 that integra-

tion with existing systems and business processes was the #1 challenge 

mentioned in the 2017 Deloitte “cognitive aware” survey (see figure 

7.1). Forty-seven percent of respondents identified it as a challenge. But 

there are others as well. Two in five thought the technologies, or the 

people who can use them, were too expensive. Almost as many were 

challenged by the lack of understanding of managers within their orga-

nizations of cognitive technologies. About a third faced issues finding 
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people who have sufficient cognitive expertise, and roughly the same 

percentage felt the technologies were immature. A relatively low per-

centage felt that the technologies had been oversold in the marketplace 

(by vendors and media, presumably). But in another question in the 

survey, only 9 percent agreed that “AI is over-hyped,” and 10 percent 

felt it was “under-hyped!”

In another 2017 survey conducted by Teradata, some of the chal-

lenges were somewhat different. These were phrased as anticipated 

barriers to adoption, rather than challenges faced already. The survey 

report describes the challenges:

Almost all respondents (91 percent) anticipate significant barriers to adoption. 

The majority predict roadblocks due to lack of IT infrastructure (40 percent), fol-

lowed by a lack of in-house talent (34 percent). Just as many, 33 percent, claim 

that AI technology available today is too unproven and nascent, while 30 per-

cent yearn for more budget. However, skepticism is lower in other areas — only 

19 percent are concerned that AI has a weak business case, and only 20 percent 

worry about the impact of AI and automation on jobs and employee morale.1

The “IT infrastructure” referenced in that survey, which was cited more 

often than any other barrier, could refer to the fact that AI hardware and 

Figure 7.1
Challenges Encountered with AI/Cognitive Technologies

Source: 2017 Deloitte “Cognitive Aware” Survey
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Managers don’t understand cognitive
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software don’t always mix easily with enterprise technologies. This is par-

ticularly true when AI models are developed using standalone technolo-

gies, and then have to be deployed within existing systems. As I describe 

later in this chapter, however, it’s sometimes possible to acquire AI capa-

bilities that are already integrated with core business software. And certain 

types of AI applications — notably deep learning — run best on graphics 

processing units (GPUs) that are not commonly used for business applica-

tions. Some businesses may have difficulty incorporating them into their 

hardware infrastructures, although GPU-based processing is also available 

in the cloud from several established vendors.

I have certainly heard other challenges mentioned in companies. 

Many have issues with their data — not enough of it to undertake seri-

ous AI work, or data that is of poor quality. I’ll describe some efforts to 

address that issue later in the chapter. Related somewhat to the mana-

gerial understanding issue, some people who do cognitive technology 

development claim that uninformed managers push inappropriate solu-

tions upon them because of influence from vendors (though this prob-

lem seems to be easing over time). And perhaps related to the expense 

issue, there are many complaints that companies aren’t investing 

enough. In another question on the Deloitte survey, 92 percent agreed 

strongly or agreed that “my company would innovate more effectively if 

we invested more in AI/cognitive technologies.” In the Teradata survey, 

however, only 30 percent of respondents believed that their organiza-

tion wasn’t investing enough to keep up with industry competitors.

I can’t solve all those problems in this chapter, but I do provide 

approaches to several of them.

Developing a Technology Strategy for AI

What technologies should an organization acquire or develop in order 

to meet its objectives with cognitive technology? How should it adopt 

and implement them? Those are complicated questions that are impor-

tant for organizations to answer. As I’ve discussed, cognitive technol-

ogy is not one technology, but a collection of them, so picking and 

implementing the technologies that solve your organization’s business 
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problems are key tasks. Beyond the choice of technologies, companies 

need to decide whether to build or buy the technology capabilities, 

whether to use proprietary or open source software, whether to use a 

single vendor’s tools or employ “best of breed,” whether to use a broad 

“platform” or single applications, and so on.

There are no right answers to these questions — only a set of answers 

that fit or don’t fit the organization’s capabilities, business strategy, and 

other aspects of its cognitive strategy. Some sets of matches between 

particular technologies and business problems are likely to be better 

than others, however.2 A full mapping is beyond the scope of this 

chapter, but if, for example, your organization has voluminous and 

rapidly changing but structured (i.e., in rows and columns of numbers) 

data about customers, machine learning will probably provide a better 

understanding of their preferences. If you have images to identify, deep 

learning neural networks are likely to be the best bet — and so on.

In order to make such technology decisions, an organization needs 

not only a clear idea of what business objectives it wants to accomplish, 

but also what specific methods it needs to use to solve them. There are, for 

example, hundreds of algorithms to choose from in machine learning, and 

not all software includes all algorithms. There are multiple approaches 

to natural language processing, including the two general classes of sta-

tistical NLP and semantic NLP. Even robotic process automation, the 

least intelligent of all cognitive software types, has various capabilities 

for supporting business functions and for learning, depending on the 

vendor and software. In order to ascertain the right technology to build 

or buy, a company needs to involve not only executives but also expert 

analysts, IT professionals, and data scientists.

A key factor in all technology decisions is the level of expertise and 

sophistication of the organization with cognitive technology. Sophis-

ticated companies have many different choices to make than those 

just getting started. Take, for example, Procter & Gamble and American 

Express. These two firms have been working — on and off — with artificial 

intelligence since the 1980s (primarily with “expert system” rule-based 

technologies). With their levels of experience and expertise, they can:
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•  Build their own cognitive applications, rather than buying them 

from vendors

•  Manage a collection of disparate cognitive tools, rather than an inte-

grated “platform”

•  Develop applications with open-source tools

•  Use their own internal developers and data scientists rather than 

external contractors

These approaches have worked well for companies like P&G and 

AmEx, but would not be a great fit for those that don’t have such a 

high level of sophistication and experience with the technology. Even 

if firms were able to employ them with the help of external consultants 

or vendors, they would need to build their own capabilities over time.

In the next section I’ll describe some strategies for implementing 

cognitive technologies within your company ranked according to their 

difficulty and requirements for technical sophistication — starting with 

the easiest approach.

Implementing Cognitive Capabilities from  

Transaction Software Vendors

One of the easiest ways for your organization to enter the world of cogni-

tive technologies is to employ the cognitive capabilities that mainstream 

business application vendors are embedding into their applications. 

These are typically transactional systems for things like customer rela-

tionship, supply chain, or human resource management — all of which 

can benefit from greater intelligence.

Most companies have these systems installed already, and the need 

for them isn’t going away. Adding intelligence can mean that instead 

of reporting what transactions have happened, the systems could tell 

people how to do their jobs more effectively. They might automatically 

recommend, for example, what customers to call on, how much inven-

tory should be in the supply chain, and which employees are at risk of 

leaving. It is normally much easier to have such intelligence embedded 

within a system that your people already use, rather than having them 
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go through a separate application and the steps to use it. And in many 

cases the needed data for cognitive analyses is already resident in the 

transactional system.

I won’t do a detailed review of the options for this approach, since 

they are changing all the time. But Salesforce​.com has been one of the 

earliest vendors to employ it, so I will discuss that company’s approach in 

some detail (disclosure: I occasionally deliver presentations to custom-

ers for Salesforce). Einstein, Salesforce’s umbrella term for AI capabili-

ties, embeds several cognitive and analytical functions into its customer 

relationship management applications. The company says that more 

than twenty Einstein features are included in all of its “clouds” for sales, 

marketing, service, e-commerce, and community. Some of the Einstein 

functions include predictive lead scoring and prioritization, automat-

ing data entry, ad personalization, social media and email sentiment 

analysis, personalized product recommendations, and image classifi-

cation. In analytics, Einstein Discovery finds patterns in data without 

requiring human hypotheses.

Some companies have already begun to use these capabilities.3 U.S. 

Bank, for example, used Einstein’s predictive lead scoring capabilities, 

which rely on machine learning, to identify customers who were likely 

to need wealth management capabilities. The company achieved 2.34 

times the number of conversions from the scoring approach. The Finn-

ish elevator/escalator company Kone is using Einstein in the Salesforce 

service cloud to identify the best service technician to solve a customer’s 

problem before dispatching them. The outdoor equipment company 

Black Diamond says that Einstein’s automated product recommenda-

tions increased its conversions by about 10 percent and its revenues 

per website visit by 15 percent. It’s still early days for these capabilities, 

but they appear to be providing value already and are relatively easy to 

implement, at least from a technical perspective.

SAP, Oracle, and Workday are also embedding cognitive technologies 

into their enterprise resource planning systems. Some of the functions 

they offer are similar to those of Salesforce, such as scoring and priori-

tizing leads and personalizing customer content. In addition to these 

machine learning–based capabilities, SAP is focused on chatbot-driven 
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“conversational commerce” and image/facial recognition. Its AI capabili-

ties, which it collectively calls Leonardo Machine Learning, also include 

specific solutions like cash management in finance, video analysis in 

brand management, and trouble ticket analysis in customer service.4 

SAP has adopted a strategy of making available proprietary or open 

source AI tools in its own offerings — typically in the form of APIs that 

its systems can call — which I think is a good one.

Oracle has a strong focus on chatbot-like interaction with its sys-

tems and on its extensive data resources, particularly on companies. 

Workday is strongly focused on employee retention analysis. None of 

these companies is moving at the pace of Salesforce, but all appear to 

be working hard to integrate AI into their offerings.5 Because they have 

transactional systems in place within many customers, they have a 

built-in advantage over startups with standalone solutions. But it’s also 

important to mention that startups often provide integration with well-

known transaction software. Conversica, for example, an “AI virtual 

assistant” company that creates automated messages for sales conver-

sions, says that its software integrates easily with Salesforce and other 

leading CRM packages.

Robotic Process Automation as an Entry-Level Strategy

Another relatively easy entry-level strategy into cognitive technology is 

to employ robotic process automation tools for structured digital pro-

cesses. One consultant I interviewed described it as a “gateway drug” for 

other cognitive technologies. RPA is easy to configure and implement, 

and small implementations may not even require an expert consultant 

or much help from a vendor. These systems do interface with existing 

IT applications, however, so consultation with the IT function in a com-

pany is a good idea. Ongoing “robot management and governance” is 

important in large-scale RPA implementations.

The greatest RPA strength and the greatest shortcoming is that it 

doesn’t change the underlying systems to which it connects or the pro-

cess tasks it automates. This is the key to its easy implementation, but it 

limits the ability to simplify the processes and to modify the underlying 
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systems architecture. In a sense RPA is pouring cement — albeit quick-

set cement — around existing systems. Its simple architecture also limits 

the ability to create and act on intelligence.

Perhaps the key shortcoming of RPA today is that it is simply not 

very smart. RPA as of now doesn’t have much capability to eliminate 

unneeded process steps, create intelligence, learn, or act intelligently. It 

is possible that vendors will add intelligence to RPA over time. Already 

some vendors have incorporated a limited capability to “observe” 

human coworkers and take similar actions. Some vendors are trying to 

create chatbot interfaces to RPA robots. One leading RPA vendor, Blue 

Prism, recently announced that it was partnering with IBM and other 

vendors with the goal of adding intelligence to its RPA offerings. Another, 

UIPath, says it already has some machine vision capabilities. Work

Fusion, an RPA company that focuses on financial process automation, 

combines RPA with machine learning and chatbots in many applica-

tions. Another leading RPA vendor, Automation Anywhere, offers fairly 

strong analytical and reporting functions. IPsoft’s Amelia is primarily 

an intelligent agent, but it does also have some RPA capabilities.

What would it mean to have an intelligent RPA solution? In effective 

digital organizations, smart machines should be able to:

•  Eliminate process steps or processes — Intelligent process robots could per-

form complex tasks and altogether eliminate the routine steps performed 

by humans, for example, automatically gathering and computing data 

from multiple sources.

•  Create intelligence — Smart RPA systems would be able to create intel-

ligence through interpretation of structured and unstructured infor-

mation, and facilitate decision making based on the information. For 

example, an automation solution for the “front desk” in the insurance 

industry should be able to interpret and extract key information from 

submissions, contracts, and invoices, prioritize them for underwriting, 

and automatically reconcile them with claims for a cost audit.

•  Learn — Intelligence would also mean learning from past perfor-

mance and human behavior to automate exception cases. Smart 

machines should also be able to learn from structured and unstructured 
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information to identify new patterns/intelligence. For example, they 

could develop intelligence about customer preferences from emails, CRM 

notes, attachments, and so forth. Ideally they would know why a cus-

tomer is contacting an organization.

•  Act intelligently — Smart RPA could automate certain tasks based on 

the intelligence created by the machine. In an order fulfillment process, 

for example, it should be able to determine whether a delivery truck 

should be at the warehouse or not. It could also compare the truck plate 

number with the order management system and send a signal to open 

the warehouse gate.

•  Perceive its environment — RPA systems with intelligence should be able 

to perform machine vision, take orders in human speech, and so forth.

At least some of these components of process robotic intelligence 

have already emerged, and more are likely to come over the next sev-

eral years. That makes RPA a reasonable entry-level approach to AI even 

most implementations of the technology are not very smart today.

Implementing a Broad Cognitive Platform with Vendor Help

Companies without much experience but with a desire to build a lot 

of cognitive applications may want to employ a cognitive “platform” 

with a variety of different tools. In the 2017 Deloitte “cognitive aware” 

survey, 20 percent of respondents said they worked primarily with one 

vendor of AI capabilities — which may mean a platform (see figure 7.2). 

IBM’s Watson is perhaps the best-known example of such a platform; 

it has a variety (now 16, though the number has gone up and down 

throughout Watson’s history) of component APIs that can be assem-

bled in various ways.

The strength of a platform is that a company can create multiple cog-

nitive applications with tools from one vendor and some degree of com-

mon user interface. The downside, as a recent investment report from 

Jeffries6 described in the case of Watson, is the need for extensive consult-

ing services to configure and integrate all the components. Many early 

adopters of platforms have found these services to be quite expensive.
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Some other platforms in addition to Watson are beginning to 

emerge, although few can match its broad capabilities. Cognitive Scale, 

for example, has two classes of applications, one to “engage” customers 

through personalized content and online experiences, and the other to 

“amplify” employee intelligence with a knowledge management-like 

solution — both on a common platform. RAGE Frameworks, recently 

acquired by Genpact, has a series of eighteen “intelligent machines” 

to perform cognitive tasks in a broader context of information sys-

tems to drive business processes. Veritone, a startup with roots in digi-

tal media management, has the capability to select among a variety of 

“engines” — some proprietary, some open source — to accomplish specific 

cognitive tasks, both within and across categories of cognitive technol-

ogy. Their assumption is that cognitive engines will become increasingly 

common and commoditized, and that companies will simply turn to 

the one that best solves a particular problem at the time. Each of these 

platforms may also require integration to build a specific application.

Building Multi-Vendor and Open-Source Capabilities

As I’ve suggested, the most sophisticated large firms are relying not on 

one vendor, but on a variety of “best of breed” cognitive tools, including 

open source. Some, like Procter & Gamble, have a list of vendors and soft-

ware that they have examined and certified for use on AI projects. This is 

the most difficult approach to AI technologies, but can also be the most 

rewarding for those companies with the ability to execute on it.

Open source tools for AI are proliferating rapidly. Google’s Tensor-

flow is now fairly widely used for machine and deep learning appli-

cations. Microsoft offers the open source Cognitive Toolkit. Amazon 

has made the machine learning technology behind its recommenda-

tion engine, DSSTNE, available as an open source tool. Caffe is a deep 

learning framework originally developed at UC Berkeley. Torch is an 

open source machine learning library, originally designed for scientific 

computing. Cloud platforms like Amazon Web Services or Microsoft 

Azure typically make available a variety of open source tools. Of course, 

even knowing the differences between these open source tools and 
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when each is most appropriate requires a high level of data science 

sophistication.

In the 2017 Deloitte “cognitive aware” survey, 38 percent of the 

respondents said they relied on a variety of vendors of cognitive soft-

ware (see figure 7.2). Only 6 percent relied primarily on open source 

tools. The most experienced and aggressive users of cognitive technol-

ogy in the survey, however, were the most likely to use multiple vendors 

and open source software. They were also the most likely to use internal 

resources for development (as opposed to consultants and vendors).

Taking the multivendor, open source approach to cognitive software 

requires that companies be very familiar with the different types of 

cognitive technologies, that they have sophisticated data scientists on 

staff, and that they are willing to expend considerable effort on integra-

tion with existing processes and systems. As I have noted, more survey 

respondents identified such integration as a challenge for their organi-

zations than any other issue. However, I believe that this approach is 

the way to get the highest level of technical capabilities.

Established firms with a lot of legacy software may also find that 

they can often rely on existing components of their technology “stack” 

for cognitive work. In the case of statistical machine learning and neu-

ral networks, firms may already have some of the capabilities they need 

if they previously implemented statistical and analytical “packages” 

Figure 7.2
Approaches to Cognitive Software

Source: 2017 Deloitte “Cognitive Aware” Survey

Total (n=250)

We rely on a variety of vendors
of proprietary cognitive software 58%

Use external vendors 
of proprietary softwareWe rely on one primary vendor

of proprietary cognitive software

We build our cognitive
applications from scratch

We rely on a blend of open
source and proprietary software

We rely primarily on open
source cognitive software

May not add up to 100% due to rounding
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20%
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15%
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from companies like SAS and IBM’s SPSS. Machine learning and neural 

network analysis have been available, for example, in the SAS Enter-

prise Miner product for over twenty years. It is also possible to build 

deep learning models with SAS technology. If your company has staff 

who are experienced and comfortable with these tools, that may be the 

best option.

In general, if firms plan to make cognitive technology a core capa-

bility that is reflected in multiple projects, processes, and products, it 

makes sense to build internal expertise with multiple technology offer-

ings, both proprietary and open source. But if the cognitive applica-

tion is a marginally important or one-off example, it makes sense to use 

as much external technology and services as necessary to implement it.

Getting Data Ready

If it’s not obvious already, having good and plentiful data is a precondi-

tion for effective deployment of cognitive technologies. The availabil-

ity of high-quality and high-volume data is particularly important for 

any machine learning-based applications. The quality issue means that 

data should be clean, consistent, and well-integrated throughout the 

organization.

This highly desirable state, however, is seldom achieved in large orga-

nizations. Companies have substantial data quality problems, many of 

which enter the data when a front-line worker inputs it, and there are 

insufficient technologies or processes to fix it at that point. They also 

often have many different sources of key data, either because their busi-

ness units and functions have been relatively independent, or because 

they have acquired or merged with other organizations with different 

databases or data architectures from their own. Addressing this situa-

tion has always been labor intensive and time consuming, and many 

organizations lost patience with their data management efforts.

These problems have long been addressed primarily by top-down data 

management frameworks, originally referred to as information engineer-

ing and more recently called master data management. They specify what 

the key data entities are within an organization and their relationships 
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with other entities. The goal of these efforts is to create a set of “golden 

records” that are correct and consistent across an organization. If, as is 

normally the case, a company finds multiple sources of data for key enti-

ties, it embarks upon a “data mastering” activity that uses rule engines to 

match similar data. Often, however, there is a need for many rules, and 

data mastering ends up not saving much time over manual matching.

AI — and machine learning in particular — has the potential to come 

to the rescue of these efforts, however. Mike Stonebraker — a distin-

guished developer of database technology over time, and winner of 

a recent Turing Award (computer science’s equivalent of the Nobel 

Prize), has argued passionately that “probabilistic matching” through 

machine learning is far more productive than rule-based approaches.7 

Other automated or semiautomated technologies can aid the process of 

cataloguing data, keeping track of data provenance, and enforcing data 

governance rules. All of these tools are beginning to crack the problem 

of data management, and any company interested in using its data for 

AI applications should consider employing them.

Of course, data management is a huge subject in itself, and it’s not 

the primary focus of this book (perhaps a good thing for both of us, 

because it’s not the most exciting subject to write or read about). How-

ever, it’s important to face up to the issue of good data before embarking 

on an ambitious initiative involving AI. I’ve spoken with several orga-

nizations whose IT executives were reluctant to “open the floodgates 

of AI” because their data simply weren’t up to the task. Sometimes the 

organizations have also simply had other, more pressing priorities than 

deploying cognitive tech.

Below I will describe two organization’s efforts to transform their 

data before embarking upon major AI programs. One company, Bank 

of Montreal, applied relatively traditional data management methods 

to create opportunities for using AI in the business. The other, GlaxoS-

mithKline, used AI itself to help integrate its research data. Their stories 

provide some context for the data transformations they have under-

taken to prepare for more use of AI.
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Laying the Data Groundwork at Bank of Montreal

BMO Financial Group, widely known is BMO, is based in Toronto and 

is one of the “big five” Canadian banks, as well as one of the ten largest 

in North America.8 It has a sizable presence in the United States, having 

acquired Harris Bank and several others in the country.

For the last several years, BMO has initiated a series of transformations 

to its technology infrastructure under the leadership of Jean-Michel Arès, 

the group head of technology and operations, and Francois Joanette, 

the bank’s chief data officer. As with many large banks, complying with 

regulatory requirements has been a top priority. The bank also needed to 

update its basic processes for storing and reporting on data. Data science 

and cognitive technologies were certainly of interest to the bank, but 

since they both rely heavily on large volumes of high-quality data, these 

new technologies needed to wait for the infrastructure improvements.

Many of the needed infrastructure improvements were in place by 

2017, and BMO developed a Smart Core of data capabilities that will 

leverage future analytics, data science, and cognitive activity. The Smart 

Core encompasses provisioning of data records, reference data, data gov-

ernance (seventeen governance communities across the bank), and a 

metadata hub. The bank has already saved over $100M in data reuse and 

data warehouse rationalization. The “smart” aspects of the core include 

a data science platform including analytics sandboxes and open source 

software for machine learning, as well as software for robotic process 

automation.

The objective of data-driven activity at BMO has begun to shift from 

largely defensive applications (regulatory, security, and risk) to offense-

oriented ones involving customer acquisition and growth.9 The com-

pany is focused on such projects as customer journey analysis, better 

management of customer leads, and unstructured customer data analy-

sis. The bank has already achieved several times more value in addi-

tional revenues over what it has saved in data rationalization.

In terms of cognitive technologies, machine learning and robotic 

process automation are the primary focus of the bank. Machine learn-

ing is being used for detailed segmentation of customers as well as for 

fraud prevention. Robotic process automation, as in most companies, 
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is being used to drive highly structured back-office processes involving 

interaction with multiple information systems. For example, the bank 

has implemented one RPA robot in the area of high-risk investigations; 

it assembles data and prioritizes cases for human intervention. Conven-

tional RPA is being augmented by optical character recognition capabili-

ties to turn images into text, and machine learning to read unstructured 

text, evaluate and approve decisions, match data across databases, and 

route cases to the most qualified employee.

BMO is positive about the opportunities for RPA, but Arès and 

Joanette believe that there are substantial implications for both IT 

infrastructure and business processes for many of them. In terms of 

infrastructure, since RPA robots act as users of multiple back-end sys-

tems, changing those systems means that the RPA systems also need to 

be changed. Without detailed documentation of what links to what and 

careful change management, the architecture could become a disaster. 

On the process front, RPA presents an opportunity for the bank not just 

to automate existing processes, but to improve them as RPA is imple-

mented. BMO is fortunate that, unlike many companies, its current 

business processes are documented to a high level of detail.

These new capabilities are leading BMO executives to consider some 

new organizational structures for data science and cognitive technolo-

gies. Thus far, advanced analytics and cognitive-oriented professionals 

have largely been located in functions and business units. But as these 

experts become increasingly important to the bank’s future, there is 

discussion about having more central coordination of their activity. It 

is unlikely there will be a fully central data science group, but data sci-

entists in local functions may well be matrixed to the Technology and 

Operations group to some degree.

Arès and Joanette are modest about their deployments of advanced 

analytical and AI capabilities, but they have made considerable strides 

in setting the table for that kind of work. It’s relatively easy to imple-

ment advanced applications in the research lab, but much tougher in a 

conservative banking context with considerable regulation and many 

legacy systems.
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Biting the Data Bullet at GlaxoSmithKline

Many large organizations eventually realize that they don’t have the data 

environments they need to succeed with broad-scale AI work.10 For Glaxo-

SmithKline’s (GSK) Research and Development (R&D) organization, that 

time was in early 2015. The president (at that time) of the unit Patrick Val-

lance and his senior colleagues deliberated on whether their data environ-

ment was of sufficient quality and integration to use tools like machine 

learning to help develop new drugs. They examined not only GSK’s situa-

tion, but compared it to other companies who were increasingly compet-

ing on the basis of their analytical and cognitive capabilities.

Their conclusion was that the data at GSK R&D needed a major 

transformation. To lead it they brought in Mark Ramsey as the first 

head (and senior vice president) of R&D Data. He was charged with 

overseeing a transformation in how data and analytics were used across 

the organization. Vallance and his team had a vision for data within 

GSK R&D, which was to make it easier to access and use for exploratory 

analysis and decision making about new medicines. GSK had been rela-

tively good at making decisions with data, but the executives felt — and 

Ramsey quickly agreed — that the data within R&D were too siloed and 

fragmented to be used effectively for widespread data exploration with 

machine learning. In particular, R&D data were kept within silos cre-

ated for particular scientists, experiments, or clinical trials. Secondary 

analyses were almost impossible.

To determine the extent of the problem and confirm his initial 

impressions, Ramsey used a survey instrument developed by the MIT 

International Society of Chief Data Officers (isCDO). It included ques-

tions like how easy was it to share data across the organization, whether 

scientists could get data from other departments, and how feasible was 

it to perform analytics on data across the organization. He sent it to 

all of the 10,000 scientists within R&D, and 30 percent — an unusually 

high number — responded. The survey responses were virtually unani-

mous that it was very difficult or impossible to work with data outside 

of personal or departmental siloes.

So integrating diverse data was clearly the top priority for Ramsey 

and his team. To guide and prioritize their activities, they identified 
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over twenty use cases for what questions the scientists wanted to 

answer with R&D data, and eventually selected ten as the focus. They 

were judged as having the greatest value, importance to key decisions, 

and role in addressing important scientific questions. More broadly, the 

goal of the work was to provide analytics-ready data of all kinds across 

R&D in a timely manner.

The R&D data team also looked at what other pharma firms were up 

to with data in order to guide and validate their own approach. Most 

were focusing on “real world evidence” data from insurance claims 

and electronic health records. Another group was focused on clinical 

trial data. Yet another concentrated on DNA sequencing data. GSK was 

interested in all of these, but the goal was to work both within and 

across these data domains, rather than having each as distinct effort.

A traditional master data management approach — which typically 

involves a lot of top-down mapping of data sources and uses (Ramsey 

characterizes it as “map and move”) — would have taken too much time 

and effort to implement. There were millions of data elements to ratio-

nalize. Ramsey knew that companies were beginning to apply big data 

and analytics tools. One company with tools for that purpose, Tamr, 

stood out for its machine learning technology and focus on the phar-

maceutical industry, among other industries. Tamr’s cofounder and 

CEO, Andy Palmer, was once global head of software and data engi-

neering for the Novartis R&D organization. As a result, Tamr was very 

familiar with pharma industry data standards like CDISC (Clinical Data 

Interchange Standards Consortium). (As I mentioned earlier, I am an 

advisor to Tamr).

GSK decided to employ the “probabilistic matching” approach used 

by Tamr (similar to the one I described earlier at GE) to combine data 

across the organization into a single data lake (based on Hadoop, the 

popular open source program used to store big data in its original 

format) with three different domains. First would be “assays,” or data 

from experiments. Second would be clinical trial data. And third would 

be genetic data. The goal was to get 100 percent of the data into the 

lake within three months — an unheard-of objective using traditional 

data management approaches. But GSK was able to use the tools to 
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understand the level of duplication and pull the data together in the 

desired timeframe. To work across the three domains, the R&D data 

team created an “integrated layer” on top of them with standardized 

ontologies; this was the only way to solve the use cases.

In the clinical trials domain, for example, Ramsey and his colleagues 

believed there was a massive amount of insight possible outside of the 

original goals for a particular trial. But combining trial data was dif-

ficult because there is a lot of variance in how they are conducted and 

their results recorded. But using industry standard formats, the data 

(originally in GSK internal formats) were ingested and mapped to the 

industry standard, and machine learning models learned the process. 

The team would feed in the source trial data, and what the target for-

mat should look like — and then let the machine go to work. Outcomes 

initially had 50/60 percent accuracy levels, and now in some domains 

they are at 100 percent accuracy. After the models were developed and 

refined, they could be applied to other data with relatively little human 

intervention — just some occasional judgments from an expert team.

GSK uses a best-of-breed approach to deliver on the overall R&D data 

strategy, integrating several other technologies to deliver on the use 

cases. Ramsey has the vision to simplify future large-scale implementa-

tions with progress in how the technologies work together. GSK hosts 

partner summits with the key technology companies to ensure that col-

laboration is a key component of their development roadmaps.

Now that the data management bullet has been bitten (perhaps in 

a faster and less painful way than anticipated), GSK is beginning to 

see some of the benefits. Scientists are beginning to see what an asset 

they have now, and the number of use cases has expanded from ten to 

250. Many projects that use the new data environment are underway. 

There are significant reductions in times to get an answer to an ad hoc 

question. As GSK has rationalized clinical trial data, a team is focused 

on “clinical trial diversity” to make sure the company’s trials match the 

demographics of patients. Real world evidence from more than thirty 

sources is now rationalized to the industry standard — instead of being a 

catch-all category, as it is in many pharma firms. GSK is also using com-

bined clinical trials data to reuse placebo patients where appropriate. 
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They can simulate the control arm in some cases rather than having to 

give new patients placebos.

In the genetic data domain, GSK has established a relationship with 

UK BioBank, which is doing full genetic sequencing on their 500,000 

patients. GSK will have data not only on their genomes, but also their 

health records, and will be able to undertake many studies on them in 

the identification of new drug targets.

Ramsey feels that the data foundation has been laid, but actually 

building the house — that is, using the data for better science — will 

require help from AI. He notes:

We are doing a step change on machine learning. We’re looking for “blue uni-

corns” — people who are life scientists and also machine learning experts. We 

simply have to have more machine learning skills to deal with all the available 

data now. We’re training current scientists and also recruiting. We find that 

our data assets make it much easier to attract the right people.

GSK R&D’s data environment is something that one often hears 

about in startups, but is rarely found in large enterprises whose roots go 

back over 300 years. And it’s great news for all of us humans who will 

benefit from the scientific advances it is likely to engender.

Exploiting External Data

Note that several of the data initiatives underway at GSK involved 

external data. One major change in the data environment for AI is the 

increasing amount of external data — such as from governments, pri-

vate sector data firms, and the internet. As one insurance executive 

commented to me in an email:

We are moving to a world in which analytics projects are no longer dominated 

by in-house data. Rather, external data (and data from value-chain partners) is 

starting to dominate. Today, it’s 80% internal, 20% external. In the next turn 

of the crank for data science, these ratios will be reversed. We need the ability 

to rapidly combine diverse data sets to support analytics.

Data on customers and potential customers, for example, is changing 

rapidly. In the business to consumer (B2C) space, data integrators such 

as Axciom, Oracle, Neustar, and KBM iBehavior are connecting online 
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and offline sources of data on consumers. Most of these companies 

make use of machine learning to match data. The integrated data can 

provide a much more insightful view of customers for AI applications 

like recommendations and content personalization.

While B2C firms have typically known more about their custom-

ers than businesses that serve other businesses, there is also an emerg-

ing capability to gain insights on business customers.11 B2B customer 

insight is experiencing an intensified focus as the availability of new 

external data describing businesses grows. Traditional B2B insight activ-

ities have involved such limited data as size of companies as measured 

by revenue, capitalization or employees, and industry type as formally 

classified by SIC codes.

The internet and electronic platforms are facilitating the creation of 

new business descriptors that entail a much more detailed level of data 

that goes well beyond a standard industry categorization. Web content 

that provides robust, detailed descriptions of companies provides valu-

able descriptive information. However, these digital resources yield 

little value unless individual customers are identified and their detailed 

backgrounds and interests analyzed to provide strategic insights for 

suppliers. Machine learning algorithms provide the answer in this case.

Neural networks — both traditional and deep learning algorithms — ​

along with other machine learning methods enable data scientists to 

extract important data from digital formats. These AI based methods 

involve advanced search techniques that identify, categorize, and gather 

user-defined data elements corresponding to search criteria. For exam-

ple, considerable business description information exists on LinkedIn, 

but it was historically difficult to extract and add to company profiles. 

Well-designed AI algorithms are the key to extracting key information 

elements from LinkedIn. These more structured data resources then 

provide the platform for yet another application of AI based algorithms, 

where the focus is on identifying patterns in data that ultimately pro-

vide the basis for predictive sales and marketing models. These can be 

used for scoring, forecasting, and classification capabilities.

One vendor focusing on AI based analytics for B2B applications lever-

ages the extensive digital footprints that provide descriptive attributes 
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of all types of firms. EverString Technology crawls across the diverse 

sectors of the web that contain descriptive information of businesses 

(e.g., site domains and employee digital footprints) and also incorpo-

rates input from expert practitioners in the B2B space to help further 

describe individual businesses. EverString deploys AI based methods 

including neural network and machine learning techniques to identify, 

extract, and model a categorization scheme of companies so that users 

in the B2B space can more accurately identify opportunities.

B2B companies need to know, for example, how many companies 

exist in a given market space, as well as the specific buyers they should 

target within those firms. By creating a micro-categorization scheme 

from applying guided AI to various sectors of the web, EverString can 

produce thousands of customer insights to augment customer data in a 

short period for their B2B customers.

One B2B company that uses EverString’s platform is Autodesk, a mul-

tinational software company that provides software for the architectural, 

engineering, construction, manufacturing, media, and entertainment 

industries. A major focus in Autodesk’s approaches to B2B sales over the 

past several years has been on using more data for account selection and 

understanding. But in large design-oriented companies, it is often dif-

ficult to understand which individuals might have an interest in com-

puter-aided design (CAD) software.

Prior to working with EverString, Autodesk relied on field experience 

and customer buying histories. Now they rely increasingly on predictive 

analytics from EverString to identify likely customers. One key model 

is the Enterprise Business Agreement Propensity Model, which suggests 

which executives within a large customer organization are most likely to 

engage in an enterprise-level agreement with Autodesk. The company 

also maintains an overall account potential model that also makes use of 

EverString data and predictions.

The primary users of the data and models are, of course, members of 

the Autodesk sales force. They are given ranked recommendations and 

also the raw scores created by the EverString models. The Global Sales 

Strategy organization within Autodesk manages the process and tries to 

ensure that the data and models check out.
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It is early days for the use of these capabilities at Autodesk, but thus 

far both the sales teams and the Global Sales Strategy group feel that the 

EverString offerings are very helpful to the sales process. As Matthew 

Stevens, Autodesk’s sales insights manager within Global Sales Strategy 

put it:

EverString provides key inputs on analytics, which we convert into potential 

sales opportunities. It’s early to judge the exact payoff, but it’s difficult to 

imagine making a recommendation without these insights. We are challenged 

to respond to all the questions about accounts and scores, but at least we have 

data to support our recommendations now.

Stevens also noted that there are many more activities to pursue in 

the future with this data-driven approach to sales:

Finding data on European and Asian companies is challenging due to privacy 

regulations and language differences. We’re working with EverString to under-

stand these opportunities better. Currently our EverString analytics and data 

are not connected with Salesforce, our CRM system. But we are at the first stage 

of a multistage journey to understand analytics and insights in sales. We are 

definitely moving in the right direction.

New tools from organizations like EverString are enabling B2B-ori-

ented firms like Autodesk to develop much more data-driven approaches 

to sales and marketing. The amount and quality of external data on 

businesses may not yet approach that for consumers, but there is con-

siderable progress being made in achieving parity.

There is an explosion of external data already available, but it is only 

beginning. The rise of sensor data from the Internet of Things, smart 

grids in utilities, autonomous vehicle data, and many other sources will 

make what is available today look paltry. Only AI will be able to address 

data of this volume and frequency. It is not coincidental that AI is rising 

at the same time this flood of data is appearing.



8  Managing the Organizational, Social,  

and Ethical Implications of AI

It is widely agreed that there are profound implications for organiza-

tions and societies from artificial intelligence. I’ve already discussed 

some of the employment issues that may arise from advances in AI. In 

addition to those, many observers have begun to comment on the vari-

ous social and ethical issues that may come to the fore as AI becomes 

more intelligent and more widely adopted.

Some possible roles of governments with regard to these issues have 

been widely discussed. Alternative actions by governments might include 

establishing training programs, providing “minimum basic incomes” 

or guaranteed jobs for workers displaced by AI, or even taxing robots. 

None of these programs has yet been adopted on a full-scale basis by 

any government, but at least there is discussion (and in some cases, 

pilot programs) of them.

But what is the perspective of businesses on these topics? What is the 

responsibility of companies to prevent or address the negative impacts 

of cognitive technologies, and to encourage the positive ones? These 

questions have been much less widely discussed, and I’ll focus on them 

in this chapter. I have already discussed the job loss issue at consider-

able length in chapter 6 (and in the book Only Humans Need Apply), so 

I will only touch briefly on it in this chapter.

In this chapter I will primarily focus on problems related to AI and 

the possibility of preventing them. Like most technologies, AI has the 

potential to both cause and solve problems. Most accounts focus on 

only one or the other effect. A recent report authored by twenty-six 

academics, for example, focuses on the malicious use of AI, particularly 

in hacking, other crimes, and the military.1
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But it is important for all of us to remember that AI and related 

technologies offer enormous potential for good, and they have already 

accomplished some of it. In a broad variety of social domains — health-

care, law enforcement, transportation, agriculture, and many types of 

businesses — AI is improving performance and productivity, and people 

are benefitting from the changes it engenders. The challenges and social 

dysfunctions created by AI have some possible solutions, which I will 

discuss, and many potential challenges have yet to occur. Talking about 

challenges before they arise can ensure that we have effective solutions 

in place when we need them.

Perhaps the most important issue for businesses with regard to AI is 

to avoid doing any harm to the societies and economies in which they 

operate. Because of the uncertainties and fast-changing technology 

of artificial intelligence, it may be difficult to anticipate all sources of 

harm in advance — although certainly companies should try to do so. 

But when signs of harm appear, it’s important to acknowledge and act 

on them quickly. It’s also important for companies to create small-scale 

experiments whenever possible to learn about potentially negative out-

comes before they happen on a broad scale.

So this is just the time to begin thinking about negative AI conse-

quences. Since it’s early days for AI, many of the negative outcomes 

have largely appeared in research exercises or games. However, these 

exploratory results do illustrate some possibilities to be avoided and pos-

sible interventions. For example, in one research exercise, Google’s Deep-

mind played a fruit-gathering game against another version of itself, 

and displayed some aggressive and selfish behaviors when fruit became 

scarce.2 The Google researchers found that it was possible to manipulate 

intelligent agents to make them more or less cooperative.

Facebook’s Troubles and Interventions with AI

Perhaps the single best example of recognizing and acting on harm from 

AI — although the final outcomes are not yet known — are at Facebook. 

To put it more accurately, it’s not that AI is causing harm at Facebook, 

but that the company tried to use AI to prevent harm, and it hasn’t 
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been successful. Other social media companies have faced AI-related 

problems as well, but none to the degree of Facebook. The company, as I 

noted in chapter 1, was an early and aggressive user of AI, but its use of the 

technology has not always gone smoothly. The company has employed 

machine learning and other automation-oriented algorithms for many of 

its advertising functions, including suggesting ad targeting categories to 

potential advertisers. Those algorithms appear to be blind to racial or 

religious smears. In September 2017, the investigative journalism site 

ProPublica reported that:

it was able to use Facebook’s advertising platform to target users who had 

expressed interest in topics such as “Jew hater” and “German Schutzstaffel,” also 

known as the Nazi SS. And when ProPublica’s reporters were in the process of typ-

ing “Jew hater,” Facebook’s ad-targeting tool went so far as to recommend related 

topics such as “how to burn Jews” and “History of ‘why Jews ruin the world.’”3

Facebook has also been criticized for allowing or facilitating high 

volumes of “fake news” from a variety of sources, including Russian 

actors trying to influence elections in the United States and Europe.4 

The company’s news feeds (including “Trending Topics”) have also 

allowed “fake news.” Facebook has automated algorithms that suppos-

edly identify fake or inappropriate news, ads or posts, but apparently 

they have not been up to the task.

Facebook (its CEO, Mark Zuckerberg, in particular) was slow to admit 

a problem with election-related news and ads. He initially dismissed as 

“crazy” the idea that Facebook had been manipulated in attempts to 

influence the 2016 U.S. presidential election. Later, however, he admit-

ted the existence of a problem and said that Facebook was using several 

approaches to address it, including:

• � creating technical tools for spotting fake news even before it’s flagged 

by Facebook users

•  working with third-party fact-checking groups to vet stories

• � showing warnings alongside stories that have been flagged by Face-

bookers or third-party groups

•  tweaking ad policies to discourage fake news stories linked to spam

•  consulting journalists about fact-checking techniques5
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More recently, Facebook has taken three major approaches to the 

negative influence its algorithms seem to have had on society. One is 

to add employees (at least 1,000 so far, with up to 10,000 coming) to 

the company in order to provide more and faster human reviews of 

potentially fake or problematic news, posts, and ads.6 A second is to 

refocus Facebook content on sources like family and friends in order to 

increase meaningful social interaction.7 A third is to let Facebook users 

rank the credibility of news stories, which will presumably discourage 

fake news.8 Whether these and previous steps will solve some of the 

social problems at Facebook is not yet clear. They have already been 

piloted in some Facebook-using countries, and the company should 

be credited for this experimentation. However, the steps taken in these 

experiments don’t appear to have solved the problems and may even 

have exacerbated them.9 Posts that are shared by family and friends 

may be less likely to involve professional, objective news sources. Some 

recent research out of MIT suggests that one of the reasons fake news 

(on Twitter in particular) has proliferated — traveling farther, faster, 

deeper and more broadly than true news — is that many people simply 

prefer it or find it more interesting than the truth.10

Facebook’s AI-related issues go beyond fake news about politics and 

hate speech. Some have accused the company of encouraging suicide by 

live-streaming examples of it, although it is difficult to detect and remove 

such videos in real time (YouTube also struggles with this problem). Face-

book has also been accused of contributing to the “filter bubble” prob-

lem, in which people only receive content that they agree with. Finally, 

the company also has a large number of “fake users” — accounts for peo-

ple who don’t exist or are fraudulent. AI is used to try to identify such 

accounts, but it has not been very successful. Facebook estimated that 

there may have been as many as sixty million fake accounts in 2017.11

Of course, Facebook is to some degree a victim of its own success. 

Surveys suggest that 40 percent of U.S. adults get their news from Face-

book, and the company has over two billion users. To have human 

review of all Facebook content would perhaps require much of the work-

force of some large countries. The company clearly needs to continue 

using machine learning and other forms of AI to review and sometimes 
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remove content, but it may not yet have achieved the balance of inter-

ventions to address the problems its popularity has helped to create.

Other companies involved in social media have had some problems 

as well with AI, but none to the degree of Facebook. In one well-known 

example, the Microsoft autonomous social media system Tay learned to 

spew out hateful messages from observing U.S. human social media com-

ments (the Chinese version was much more polite). Tay was a research 

project, and it was quickly discontinued. The program published in 

tweets, but Twitter apparently doesn’t use AI to filter inappropriate con-

tent (although it does use machine learning to rank tweets by the pre-

dicted level of interest to users). Twitter also published tweets from fake 

Russian accounts designed to influence voters, but AI played no role in 

encouraging or preventing it.

In short, the primary failing of AI in technology and the online con-

tent industry has been the inability to prevent some unfortunate tenden-

cies in social media. The real issue is that some companies — Facebook 

in particular — may have relied too heavily on cognitive tools to try to 

prevent antisocial behaviors. AI didn’t cause the problem, but it was 

unable to prevent it either.

AI Fairness and Algorithmic Bias

Companies should ask themselves whether the AI systems they use are 

fair and whether they treat all groups equally. Algorithmic bias means 

that the outcomes of some machine learning algorithms put certain 

groups at a disadvantage. While the creators of the algorithms may 

not have intended the bias or discrimination, they and their compa-

nies have an obligation to try to prevent such problems and to correct 

them when they are discovered. This problem is not new and has been 

encountered in firms using traditional analytical approaches as well.12 

AI, which can create and apply more models more quickly than tradi-

tional analytics, just exacerbates it.

One of the most frequently cited examples of algorithmic bias is the 

COMPAS (Correctional Offender Management Profiling for Alternative 

Sanctions) system used for sentencing recommendations in criminal 
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cases. This system, which uses a relatively basic form of machine learn-

ing (it is trained on data to develop a scoring system that is then applied 

to new data), attempts to predict the likelihood of recidivism, and is 

one factor used by judges in recommending sentences for convicted 

offenders. It was found in a ProPublica study to predict that black 

defendants will have higher risks of recidivism than warranted, and to 

predict lower rates for white defendants than warranted.13 Northpointe, 

Inc., the company that developed and markets COMPAS, argues that 

ProPublica’s analysis is incorrect.14

While the firm that created COMPAS is clearly research-oriented, the 

debate points out a related problem to algorithmic bias — lack of trans-

parency. For competitive reasons, Northpointe refuses to release the algo-

rithm it uses for scoring defendants. As a result, defendants and their 

attorneys, judges, and observers of judicial processes are unable to fully 

assess this (at least partial) basis for sentencing.

At least one other sentencing algorithm has been made public, and 

it has even improved the likelihood of alternatives to jail.15 Called the 

Public Safety Assessment, it was developed by a private foundation, and 

the nine factors and weights used within it are publicly available.16 The 

foundation is also commissioning third-party research on the impacts 

of the assessment.

These developments suggest that algorithms and AI programs used 

for public decision-making purposes may not be well suited for creation 

and marketing by the private sector. At a minimum, profit-making com-

panies would seem to have some obligations to make their algorithms 

public under some circumstances. As less transparent programs like 

deep learning neural networks become more widely employed, it may 

be impossible to employ them in such contexts because no one could 

understand how they arrived at a decision.

There are other, less dramatic examples of algorithmic bias causing 

some social harm. AI-based navigation programs for drivers such as 

Google’s Waze, which take crowdsourced traffic data into account in 

recommending routes, may result in greater congestion in residential 

areas or small towns. Leonia, New Jersey, recently banned nonresident 

travel on several of its roads because large numbers of Waze-guided 
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commuters were traveling through the town. Similarly, navigation pro-

grams that focus only on distance may lead drivers to take shorter but 

more dangerous routes.

Algorithmic bias has also been found in some approaches to credit 

scoring. Specifically, in countries including China, Germany, India, and 

Russia, companies have developed credit scoring approaches that incor-

porate social networks. As an Atlantic Monthly article exploring the issue 

put it:

systems that take into account the actions of people’s family and friends risk 

assigning guilt by association, denying opportunities to someone because of 

who they’re connected to. They can decrease a person’s chance for upward 

mobility, based solely on the social group they find themselves in.17

A new social credit system in China, which will be mandatory by 

2020, is likely to punish consumers for political dissent or for being in 

social relationships with dissenters. The algorithms for social credit in 

China are being developed by a variety of firms but are generally secret.18

Related types of algorithms are being proposed to determine 

whether immigrants should be admitted to the United States. Under 

the “extreme vetting” idea proposed by President Donald Trump, the 

U.S. Department of Homeland Security has requested proposals from 

system integrators to develop software that would determine in part 

whether immigrants are admitted to the country. The software would 

attempt to determine whether the potential immigrant posed a terror-

ism or security risk to the United States, or at the other extreme, would 

have a high “probability of becoming a positively contributing member 

of society.”19

The current status of the proposed software is unknown, but fifty-

four experts in AI and software development signed a letter suggesting 

that such an automated determination was both technically infeasible 

and likely to be biased in its outcomes. Any private sector firm that takes 

on such work is likely to be the subject of considerable controversy.

One final example of algorithmic bias involves the potential for 

unfair treatment in how companies assess and hire job candidates. 

Human hiring, of course, has long been viewed as a process subject to 

bias, with many instances of human recruiters and interviewers seeking 
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out candidates who are similar to themselves. Many companies now 

employ algorithms to score job applicants, and critics have pointed out 

that they can also be biased and are generally not neutral.20 As in other 

areas of business and society, the algorithms employed are usually not 

available for review.

At least one company, however, has developed software that specifi-

cally addresses discrimination in hiring processes. Pyrmetrics is a startup 

that uses performance on games to match potential hires to high per-

formers on attributes related to high performance. An AI application 

scores the game play for recruits to ensure that bias factors like name, gen-

der, skin color, age, or resume entries are considered. The startup already 

has over fifty enterprise customers.21 The early success of the company 

suggests that many firms are anxious to find nondiscriminatory hiring 

approaches while still benefiting from algorithms and AI.

As these examples illustrate, ignoring the possibility of algorithmic 

bias may mean that an otherwise promising AI initiative goes astray. 

When machine learning programs (which are almost always the cogni-

tive technology involved in algorithmic bias) work well, they can 

dramatically improve both the process and the results over human deci-

sion making. And since humans often bring biases to their decisions 

(as we now know well after two Nobel Prizes in economics have been 

awarded for behavioral economics), machine learning offers the possi-

bility of a more objective and data-driven approach to decision making.

To avoid the problem of algorithmic bias, companies should under-

take the following steps:

•  Allow as much transparency as possible in machine learning models

• � Avoid using “black box” AI technologies that can’t be interpreted or 

explained

• � Avoid introducing variables or features in models that could be con-

strued as causing bias

• � Ask external reviewers to evaluate the models in question for poten-

tial bias

• � Ensure that outliers or missing data aren’t introducing bias in model 

outcomes
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• � Try not to have your models optimize a single business metric or 

outcome

• � Ensure that your technologists explore technical approaches to iden-

tify and remove bias22

• � Examine and recalculate models frequently to avoid bias from older 

data

AI Transparency and Explainability

Related to the algorithmic bias issue is the important topic of transpar-

ency of AI models and the ability or inability to explain how they reach 

decisions. As I noted, several of the algorithmic bias examples I described 

might have been eased or resolved by greater transparency. In those 

cases, the lack of transparency was related to commercial advantage; the 

companies involved didn’t want to release the details of their algorithms.

An even greater problem with AI, however, results from an inherent 

problem with some cognitive technologies. As I have suggested in other 

chapters, technologies like deep learning make it virtually impossible to 

know what features or variables in the model mean, what impact they 

had on the outcome, and how the model arrived at an outcome. There 

may be millions of variables in these models, each with no inherent 

meaning to human observers. You can’t look, for example, at the deep 

learning algorithm that Google used to identify cat photos on the inter-

net, and find the variables that detected two ears, a fuzzy face, and large 

eyes. We simply don’t know how the model was able to identify cats.

Is this a problem? Well, not so much in applications like cat iden-

tification. Who really cares how that system does its job as long as 

it does it well? In fact, there are many other situations in which it 

doesn’t matter how an algorithm does its job of prediction or classifica-

tion. Digital marketing is a prominent one. If an advertiser is paying only 

a few cents or less for each ad placement, does it really matter how the 

algorithm decided which potential customer receives it? The aggregate 

results matter, but the process by which they are achieved doesn’t.

However, there are situations in which how algorithms decide 

matters. Health care is one of these. Doctors and patients, for example, 
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who are told that a deep learning algorithm has identified a likely cancer 

on a radiology image may wish to know the details of how it came to 

that conclusion. Being told that the system is 99 percent accurate may 

not be enough to satisfy inquiring minds when the consequences are 

major. Health care regulators or insurers, who may have to pay for the 

actions to treat the cancer, are also likely to want good explanations. But 

it’s unclear how this is going to be resolved, since at the moment there 

seems to be no good way to explain how deep learning can identify 

likely cancers — and the technology happens to be pretty good at it.

Financial services is another industry in which transparency is 

critical — and not only because regulators say it is. If you are denied 

credit because an AI algorithm has decided that you are not worthy of 

it, you may wish to know why. If a bank forecloses on your mortgage 

because its AI algorithms have predicted that you won’t pay them back, 

you may ask for an explanation.

As I mentioned in chapter 4 with respect to Capital One, banks and 

other financial firms often avoid this type of opaque algorithm, in part 

because they don’t think regulators would approve it. Capital One is 

studying how to make deep learning models more transparent.

Equifax has actually made some progress in this regard, as Gil Press 

notes in a Forbes post.23 He quotes Peter Maynard, the company’s senior 

vice president of global analytics, who questions that complex neural 

network algorithms for credit scoring can’t be made transparent:

My team decided to challenge that and find a way to make neural nets inter-

pretable. We developed a mathematical proof that shows that we could gener-

ate a neural net solution that can be completely interpretable for regulatory 

purposes. Each of the inputs can map into the hidden layer of the neural net-

work and we imposed a set of criteria that enable us to interpret the attributes 

coming into the final model. We stripped apart the black box so we can have 

an interpretable outcome. That was revolutionary, no one has ever done that 

before.

Maynard says that the neural net has improved the predictive ability 

of the model by up to 15 percent. He also says that it has led the com-

pany to make a case to regulators that credit could be safely extended 

to customers who wouldn’t get it without these models.
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Given the variation in whether transparency is important or not, com-

panies should classify their AI projects and applications in terms of how 

much transparency is needed. The rationale for transparency may involve 

regulatory approval, performance of the model, explanation to custom-

ers, or other reasons. If some transparency is deemed necessary, compa-

nies will need to employ cognitive tools and methods that are relatively 

less complex. Simple machine learning algorithms are often relatively 

interpretable, and some systems can supply “reason codes” that describe 

the primary factors in a predictive or classification model. There are also 

methods called “rule learning” that can be used alongside some machine 

learning algorithms — though typically not deep learning — that can shed 

some light on the rules and relationships inside an analytical model.

Companies should closely follow developments in regulation and 

customer perception that might affect the need for transparency. In the 

European Union, for example, one aspect of the General Data Protec-

tion Regulation (GDPR) laws taking effect in 2018 involves the “right 

to an explanation” — that individuals affected by computer-based deci-

sions have a right to know why and how the decision was made. That 

could significantly curtail the use of technologies like deep learning 

that make explanations very difficult, and could force even traditional 

machine learning models to explain how they work.

At Danske Bank, based in Denmark, a substantial effort in 2017 involved 

the use of machine learning models to predict fraud.24 Model develop-

ment itself using supervised learning was difficult, particularly given that 

actual incidence of fraud is relatively rare. But after developing the model 

and deploying a real-time scoring approach to predict the likelihood of 

fraud, the bank had to explain to customers why their transaction may 

have been rejected for possible fraud. The explanations were necessary 

both to build customer trust and to comply with GDPR regulations.

Danske Bank employed a method called LIME (locally interpretable 

model-agnostic explanations) to identify the features or variables in 

each case that were most important in establishing a score.25 A money 

transfer, for example, might be rejected for possible fraud based on the 

amount of money being transferred, the country it is being transferred 

to, and the average monthly spending of the person doing the transfer. 
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These reasons could be presented to the customer if requested. LIME 

can also work for deep learning models for tasks like image recognition, 

but it is often more difficult to interpret in that context.

Privacy and Data Security

Artificial intelligence is raising the ante on privacy and data security, 

in part because it is capable of discovering a substantial amount of 

detailed personal information. Facial recognition systems, for example, 

can identify whether an individual was at a particular store or political 

rally. One researcher at Stanford used deep learning systems to estimate 

the probability of whether a photograph is of a gay person or a straight 

person, based on facial characteristics.26 AI systems increasingly can 

predict your health and likelihood of hospitalization or death. Machine 

learning systems can handle massive amounts of detail about what we 

buy, watch, say on social media, and the like. Many of us would prefer 

that all of this information remain private.

The good news is that AI can help to address cybersecurity threats, 

as I will describe later. Unfortunately, AI is just as likely to be used for 

cyberattacks as it is for protection. Detailed analyses of AI cyberattacks 

are rare, but in one vendor’s survey, 91 percent of U.S. cybersecurity 

professionals are concerned that hackers will use AI to attack their com-

panies.27 There are predictions that hackers and cybersecurity profes-

sionals may soon engage in an AI-fueled arms race.28

On the cybersecurity protection side, the primary use of cognitive 

tools thus far is to address the skill shortage of cybersecurity professionals. 

The explosion of cyberattacks and security breaches has led to a widely 

discussed shortage of such skills, and AI can help to make up the dif-

ference. The most common approach is to score and prioritize cyber-

threats for human investigation. Some companies identify thousands of 

threats a day, but don’t have the human resources to investigate them 

all. And pervasive computers across organizations generate too much 

data for humans to deal with on their own — an ideal situation for 

machine learning applications.
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At Cadence Design Systems, for example, an engineering services 

and software company:

Between 250 and 500 gigabits of security-related data flows in daily from more 

than 30,000 endpoint devices and 8,200 users — and there are only 15 security 

analysts to look at it. “That's only some of the network data that we're getting,” 

says Sreeni Kancharla, the company's CISO. “We actually have more. You need 

to have machine learning and AI so you can narrow in on the real issues and 

mitigate them.”29

One downside of AI-driven cybersecurity, however, is that it gener-

ates a lot of “false positive” alarms that humans have to investigate. As 

Heather Adkins, head of cybersecurity at Google, pointed out at a 2017 

conference:

AI is fantastic for spotting anomalous behavior, but it throws up so many false 

positives that knowing which is false and which is real can still only be decided 

by a human. For instance, if somebody has forgotten their password and tries 

20 different variants, is that somebody who simply can’t remember their pass-

word or a hacker trying to guess a password? This is something that an AI sys-

tem would find almost impossible to work out at the moment.30

Not surprisingly, the leading firms in developing AI-driven approaches 

to cybersecurity are technology firms. One company I advise, Recorded 

Future, uses machine learning to identify and interpret “threat intel-

ligence” from the internet and other data sources. Among larger firms, 

Apple has developed and is using a machine learning–driven approach 

to data privacy called “differential privacy.” The company has devel-

oped several new algorithms that determine the optimal approach to 

privacy under a variety of circumstances.31 Google has long employed 

an automated scanning system called Bouncer that scans Android apps 

for possibly malicious code.32

To sum up what nontech enterprises can do in this regard, they 

need to make sure that their cybersecurity professionals are aware of 

what is possible with AI. They should encourage cybersecurity teams to 

explore AI-based tools and services to leverage human efforts. However, 

they should not assume that human cybersecurity professionals will be 

replaced by cognitive technologies anytime soon.
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Trust and Disclosure in AI

The sad fact is that many people don’t trust decisions, answers, or rec-

ommendations from artificial intelligence. I have already cited data, 

for example, that the majority of people in the United States don’t 

trust autonomous vehicles to drive them, even though we know that 

humans don’t do a great job of driving safely. Another survey of German 

consumers found that just 26 percent said they would ride in an auton-

omous vehicle, and only 18 percent said they wanted to own one.33 

One contributor to the trust problem is perhaps the issue of algorithmic 

bias, which is becoming widely known and discussed.34

A variety of surveys also suggest that we humans don’t trust AI across 

a variety of contexts. In one survey of U.S. consumers, when presented 

with a list of popular AI services (e.g., home assistants, financial plan-

ning, medical diagnosis, and hiring), 41.5 percent of respondents said 

they didn’t trust any of these services. Only 9 percent of respondents 

said they trusted AI with their financials, and only 4 percent trusted AI in 

the employee hiring process.35 In another survey, 2,000 U.S. consumers 

were asked “When you think about AI, which feelings best describe your 

emotions?” “Interested” was the most common response (45 percent), 

but it was closely followed by “concerned” (40.5 percent), “skeptical” 

40.1 percent), “unsure” (39.1 percent), and “suspicious” (29.8 percent). 

There were other, more positive responses, but they all had lower per-

centages of mention.36

What’s the problem that these surveys reveal? And can it be over-

come? I believe there are several different attributes of AI thus far, each 

of which needs to be addressed if AI is to be trusted in businesses and 

in societies.

Don’t Overpromise

There is a massive amount of hype about AI, and the actual results the 

technology produces will have difficulty stacking up to the hype. The 

IT research firm Gartner suggests that technologies like cognitive com-

puting, machine learning, deep learning, and cognitive expert advisors 
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are at the peak of their “hype cycle” and are headed toward the “trough 

of disillusionment.”37

Vendor and media hype may largely be to blame for this issue. I men-

tioned IBM in this regard in chapter 1, which has been a problem both 

for its very large Watson advertising budget and its extravagant claims 

about Watson’s abilities. One prominent AI researcher, Oren Etzioni, 

has called Watson “the Donald Trump of the AI industry — [making] 

outlandish claims that aren't backed by credible data.”38 Other vendors 

have also contributed to the problem, and the media has jumped on 

the AI bandwagon as well.

Tesla’s Elon Musk is another frequent contributor to AI hype, par-

ticularly about the ability of Tesla cars to drive autonomously. The 

company uses the term Autopilot to describe its capabilities, which sug-

gests full autonomy and has generated some controversy.39 Tesla cars 

have some impressive semiautonomous driving capabilities and are 

impressive vehicles in many other respects, but they are clearly not 

yet fully autonomous — although Musk frequently makes claims about 

autonomy.

There are also examples of good practice in not overselling AI’s capa-

bilities. I mentioned the Nordic bank SEB and its use of an intelligent 

agent (which it calls Aida and is derived from Ipsoft’s Amelia) in chapter 

3. SEB has consistently been conservative in its portrayals of what Aida 

can do, launching it first for internal use on the IT help desk (where it is 

still used and is popular with employees), and then making it available to 

customers on an experimental basis. Aida is classified as a “trainee in the 

Telephone Bank.” A press release from SEB captures the conservative tone, 

at least relative to how many describe AI systems:

At present Aida has two main duties: she has been employed as a digital 

employee in the bank’s internal IT Service Desk, where she speaks her original 

language of English, and she is a trainee at the Telephone Bank, where she is 

learning to chat with customers in Swedish, on seb​.se. … “We try to think of 

Aida as a person,” continues Erica [Lundin, head of the Aida Center of Excel-

lence]. “So we are building up her CV to show what she has accomplished and 

is competent in, and going forward we will work on her PDD [personal develop-

ment dialogue] to develop her areas of competence.” 40
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Whether the use of cognitive technologies is internal or external, 

it’s best to underpromise and overdeliver. Introduce new capabilities as 

“beta” offerings and communicate the goal of learning about the use of 

the technology. Don’t eliminate alternative (usually human) approaches 

to solving employees’ or customers’ problems. Over time, as the tech-

nology matures and the AI solution improves its capabilities, both the 

machine and the communications describing its functions can become 

more confident.

Disclosure

Another way to increase trust in AI systems and applications is to 

fully disclose as much as possible about the system and how it will be 

used. Disclosure might include, for example, notice that the customer 

is working with an “intelligent agent computer system” rather than a 

human representative. Or if the solution for customers and employees 

is a hybrid/augmented one with some human and some computerized 

advice, disclosure should address who does what.

Such disclosures should be crafted not by lawyers — who might wrap 

them up in legalese — but perhaps by marketers. The idea to get across 

is that this is an opportunity to try out something new, that the help is 

available 24/7, and that it may well address the customer’s issue.

But companies need to be careful with AI in marketing. In a U.S. sur-

vey of 2000 consumers, 87 percent of respondents said they would sup-

port a rule that would prohibit AI systems such as bots, chatbots, and 

virtual assistants from posing as humans. More broadly, 88 percent of the 

respondents said that AI in marketing should be regulated by an ethical 

code of conduct. On the more positive side, two thirds of the surveyed 

Americans were open to businesses and brands using AI to communicate 

with them and serve them. But as the ad agency that conducted the sur-

vey notes, “The prerequisite appears to be transparency and disclosure.” 41

Certification of Models and Algorithms

As we come to rely more heavily in our society and economy on AI 

and machine learning, it seems likely that there will need to be some 

form of external certification if we are to trust the underlying models 
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and algorithms. Just as the FDA certifies drug efficacy, auditors certify 

financial processes, and the Underwriters Laboratory certifies the safety 

of products, there will need to be trusted organizations — governmental 

or private sector — who endorse the reliability, replicability, and accu-

racy of AI algorithms.

Adam Schneider, a consultant who works in financial services, was 

the first to point out the possibilities of AI certification to me. He pro-

vides several examples of settings in which certification should perhaps 

be required:

• � AI driving cars. Do we need an automated vehicle review board to 

understand car failures, enable comparison of different AI approaches, 

enable comparisons across manufacturers, and monitor progress?

• � AI diagnosing patients. Do we need a protocol where human doctors 

verify enough of the diagnoses personally, using statistically valid 

techniques, before there is general reliance?

• � AI “robo” investing. One firm advertised “We Have AI” that they 

have “Extensively Tested.” Is that level of disclosure good enough? 

What does “We Have AI” mean? Should standards be defined before 

it can be advertised to unsophisticated investors?42

It’s early for such certification to emerge, but I have heard of one 

actual example that is consistent with one of Schneider’s examples. 

I interviewed a Deloitte consultant, Christopher Stevens, about his 

work with “robo-advisors” in investing and wealth management 

advice. He said that the firm was already supplying certification and 

advising services to financial institutions with robo-advice capabili-

ties. It provides such services as establishment of controls and peri-

odic effectiveness testing, evaluation of client communications and 

disclosures, algorithm assessment, and evaluation of compliance 

with trading rules.43 I don’t know whether such services will catch 

on in this and other marketplace domains, or whether customers will 

gravitate toward such certifications, but given the importance of these 

tests to effective use of AI, I suspect certifications will be important. It 

may require a highly publicized failure, however, to make certification 

a legal requirement.
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There will probably also be more automated approaches to certifying 

the accuracy of AI models. UC Berkeley professor Ben Recht has com-

mented (referring to a complex aircraft control model from Airbus):

We’re trying to put (machine learning systems) in self-driving cars, power net-

works. … If we want machine learning models to actually have an impact in 

everyday experience, we’d better come out with the same guarantees as one of 

these complicated airplane designs.44

The types of “guarantees” to which Recht is referring involve auto-

mated tools that would certify that a machine learning model and pro-

cess would work in a production context, and also would generate a 

likelihood of error for them. Recht’s lab at Berkeley is working on such 

tools, but they aren’t yet ready for broad commercial implementation.

Lost Human Knowledge and Skills

A final issue relative to the impact of AI on entire societies is that of 

lost human ability to perform certain types of tasks. From navigation 

to driving to personalizing customer communications, AI is taking over 

substantial tasks that once required human skills and knowledge. Will 

humans then lose the ability to perform them?

This debate is not new, of course, and goes back to slide rules and 

calculators. Did they lead to humans being unable to perform long divi-

sion? Not yet, anyway. And it seems likely that there would be enough 

humans around should the slide rules and calculators (and even more, 

our computers and smartphones) go away to teach us what we need to 

know about manual calculation methods.

I believe there are two areas in which this lost knowledge and skills 

discussion has merit, however. One is where we still need the knowl-

edge and skills on a fairly regular basis. That seems likely, for example, 

for the foreseeable future in the area of autonomous vehicles. They 

now — and will probably continue to for several years — require humans 

to pay attention and occasionally take over. If humans aren’t paying 

close attention, they may not be able to take over in time.

This vigilance decrement issue, as researchers sometimes describe 

it, is one of the most important factors in the design of autonomous 
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vehicles. Firms like Alphabet’s Waymo have decided that it is so impor-

tant that autonomous vehicles should have no steering wheel or brakes 

at all. Since our society doesn’t know much about this issue, several 

MIT researchers have begun a project to study the phenomenon of 

“semi-autonomous driving” to learn how humans act with regard to 

these capabilities.45

The other domain in which lost knowledge and skills are relevant is 

when the automation of the relevant task may permanently diminish 

human capabilities that would affect safety. Perhaps the most widespread 

concern is with commercial airline pilots, whose jets already largely steer 

themselves for most of the flight. Nick Carr in The Glass Cage46and others 

have suggested that this heavy reliance on autopilot is diminishing pilots’ 

abilities to fly. In a less critical context, Carr and others also speculate 

that if people use a GPS to navigate somewhere, they don’t learn much 

about directions in the areas in which they are using it.47

However, these concerns have not yet resulted in actual danger 

to humans. Carr admits that commercial aircraft are safer than ever to 

fly. Directionally clueless GPS users still get to their destinations. We 

should note these issues and file them under “Things We May Need to 

Address Seriously Someday.” Beyond having pilots take the stick every 

once in a while in order to refresh their skills, it’s not clear that further 

action is necessary.

Company Change Management Strategies

Thus far in this chapter I have focused on how to create trust in AI, 

particularly from the standpoint of customers and consumers. But trust 

in the technology and its implications is equally important among 

employees of companies that are implementing AI. The process by 

which that trust — and other positive social and cultural responses — is 

created within companies can be summarized as “change manage-

ment.” It is needed for any new technology, but there are some specific 

issues that arise when that technology is artificial intelligence.

Projects employing cognitive technology are not just about techni-

cal change, but also about changes in organizational culture, processes, 
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behavior, and attitudes. And since they often involve the management 

or application of knowledge, they may be threatening to powerful and 

autonomous knowledge workers. If the doctors in a hospital don’t 

trust or like using the new AI-based diagnosis system, for example, it’s 

unlikely that the system will be successful.

Participation in the process of implementing a cognitive system is 

a critical factor in its success. As I’ve mentioned, since the technology 

will mean that work tasks and processes need to be redesigned, there 

should be an explicit design or redesign effort. And it will be much more 

successful if those who do the work today (or at least representatives 

of them) are involved in the process. Those who are closely involved 

can become evangelists for the new ways of working that AI makes pos-

sible. If they’re not involved, they may spread negative rumors and 

dissatisfaction.

One example of such a participative approach in a call center is 

described in an IBM Watson change management guide:

In creating a team to teach Watson, a large Telco company decided to select 

highly experienced call center agents and their team managers, who were dedi-

cated to solving customer problems related to interactive TV. They collected all 

the questions over the last 12 months by analyzing their contact center logs. In 

calibration sessions, they evaluated and fine-tuned the answers based on avail-

able technical corpus as well as the logs and paired them with the questions. 

Another team was asked to test the solution. By investing much time and effort 

in teaching Watson, they came up with a valuable solution.48

An Augmentation Approach Helps a Lot

Cognitive technologies are particularly susceptible to fears about auto-

mation and job loss. Smart managers can dispel these early by telling 

workers — at least those whom they will need to keep for a while — that 

they won’t lose their jobs because of AI. Having now seen a number of 

companies implement cognitive technologies, I feel even more strongly 

that augmentation, rather than large-scale automation, is the way to go 

whenever possible. If that is a firm’s overall philosophy for what to do 

with smart machines, it helps considerably with the process of change 

management.
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Taking an augmentation focus has many potential benefits. They 

include:

• � Engaging your employees in figuring out how they can collaborate 

with smart machines

•  Giving workers the security to experiment with cognitive technologies

• � Creating solutions for companies and their customers that harness 

the best capabilities of humans and machines

•  Putting the focus on productivity and growth rather than on job loss

The changes to organizations that successful AI applications require 

go well beyond their technical capabilities. Even if a new system works 

as advertised, there are many ways that humans can limit its poten-

tial. And many times the technology will have problems and quirks. So 

persuading human workers to embrace smart machines as colleagues 

with admitted flaws but high potential will greatly ease the process of 

adoption.

The great majority of cognitive projects I have examined (particularly 

in a database of over 150 consulting and advisory projects at Deloitte) 

have not led to substantial layoffs, and a strong majority of execu-

tives who participate in surveys say that automation-driven layoffs are 

not their objective. Therefore, firms might as well gain the benefits of 

employee engagement, loyalty, and participation by emphasizing an 

augmentation philosophy. They could say, for example, that jobs lost 

to attrition may not be replaced, but a job will remain available to any 

employee who is willing to stay and learn new skills. There are many 

ways to produce returns on investments in cognitive technologies with-

out eliminating large numbers of jobs.

However, I recognize that AI may lead to pressures to cut costs. As 

one insurance executive told me recently:

We like the idea of augmentation in general. But our costs are already high 

relative to competitors, and we will need as much productivity as possible from 

these technologies. If other firms in our industry adopt AI broadly and cut jobs, 

we will be forced to do so as well to maintain parity with them.

The best approach to avoid this situation is to start early in rede-

signing business processes around AI, retraining workers, and keeping a 
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constant focus on costs and employee performance. While retraining, 

it may also help from a change management perspective to formulate 

objective performance criteria for AI-related jobs, and to allow employ-

ees to test into (or out of) them. Then at least employees will have a fair 

shot at getting redesigned jobs.

Since it usually takes several years to fully implement substantial AI 

projects, these foci may allow a company to reshape itself to a competi-

tive size and productivity level through attrition, or by not hiring to 

meet needs from growth. Achieving high productivity and lower costs 

through AI is not going to be easy for any competitor, and it is unlikely 

to happen quickly. It is almost certainly not going to happen just by 

installing some cognitive technologies alone.

When and for Whom Is Change Management Most Critical?

Change management related to AI doesn’t hit all people equally, and 

there is a particular time in which it is most relevant. The time, as you 

might suspect, is when a pilot or proof of concept has been shown to 

work on a small scale, and planning begins for a full-fledged implemen-

tation. Not that there aren’t some change management issues during 

pilots, but such projects tend to be relatively small and focused on only 

a few workers.

Production implementations, on the other hand, typically involve a 

large number of front-line workers who may not understand the tech-

nology being implemented and may even fear it. As a part of planning 

for full implementation, companies should develop approaches to edu-

cating and retraining workers and redesigning jobs to accommodate 

the capabilities of smart machines.

At least three specific types of employees are critical to the success of 

change management efforts. They include:

•  Experts — Experts have a lot to gain and to lose in cognitive technol-

ogy projects. They can gain in that their expertise will be captured and 

spread across the organization, and they may not have to answer the 

same boring questions over and over. They may be threatened, how-

ever, by the potential loss of exclusive or distinctive expertise, and 
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may even fear for their jobs once the smart machine is up and run-

ning. Depending on the technology, experts may be needed to train 

the system before implementation. Since a lot of the expertise may be 

in their heads, their buy-in is necessary to extract it. After implemen-

tation, experts may also need to add cognitive system oversight and 

maintenance to a long list of existing responsibilities. In any case, their 

employers should try to keep them happy, because they will be needed 

to monitor and improve the system over time.

•  Decision makers — Similar to the expert, decision makers need to be 

engaged in many cognitive projects. Since the goal of cognitive proj-

ects is often to improve decision making, decision makers will need to 

be consulted on how they currently make decisions, how they frame 

their decisions, and what the key variables or decision rules are in cur-

rent decision-making approaches. If the goal of the project is to pro-

duce analytical insights or recommendations for a human decider, it’s 

important to ensure that the model will actually get used (many don’t). 

If the goal is to automate the decision to some degree, decision makers 

may feel threatened by cognitive projects and may impose obstacles 

to their success. So it’s important to decide early how the system will 

ultimately be used and ensure that the decision maker is on board with 

the idea.

•  Recalcitrant learners — At least in organizations with a commitment to 

augmentation, anyone willing to learn new skills and to become famil-

iar with how smart machines work is likely to work out well in aug-

mented roles. It is the people who are unwilling to or uninterested in 

learning new skills that pose a problem for augmentation approaches. 

They should be coaxed to learn if possible, but may ultimately need to 

be told that future employment depends upon their learning new skills.

The Usual Methods for Cognitive Change Management

In addition to focusing on these types of roles in production planning 

timeframes, all of the usual approaches to change management, includ-

ing stakeholder analysis, readiness assessments, extensive communica-

tions, and coaching and training, would all seem to be relevant. Using 
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“agile” methods for developing cognitive projects, which many com-

panies are already doing, usually helps engage participants during the 

development process. While none of these change management prin-

ciples is rocket science, they often seem to be overlooked.

Learning from Countries and Companies

Countries do have important influences on AI’s role in society and busi-

ness, for both good and bad. On the positive side, a recent article in the 

New York Times described the unconcerned attitudes of Swedish work-

ers about AI.49 It described an employee of a Swedish mining company 

who already uses remote controls to direct underground mining equip-

ment. He believes that technological progress will eventually automate 

his job:

I’m not really worried. … There are so many jobs in this mine that even if this 

job disappears, they will have another one. The company will take care of us.

Perhaps the worker is whistling past the graveyard, but the article sug-

gests otherwise. It describes a country in which workers are relatively 

calm about automation-driven job loss for several valid reasons. Govern-

ment support of workers is high in Sweden. Unions are still powerful, and 

encourage adoption of new technologies. Trust between employers and 

employees is high. And when companies make more money through 

increased productivity they tend to share it with their workers.

The situation and worker perspective at another Sweden-based orga-

nization is similar. I’ve mentioned the Aida “intelligent agent” at the 

SEB bank a couple of times. Erica Lundin, who heads SEB’s Aida Center 

of Excellence, says there is little concern from customer or IT service 

employees about job loss from Aida:

From the beginning there was not a worry about losing jobs. All of our employ-

ees were willing to help out in training Aida. They saw it as an exploration 

journey — applying a new technique and helping the bank figure out what can 

we do with it. It was never viewed as a cost saving program leading to job losses. 

We haven’t reached the level where Aida could take over a lot of jobs anyway. 

That could happen in the future but it probably wouldn’t involve getting rid 

of people.
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This reassuring national context for job security may not prevail in 

your country, and it doesn’t in mine. But that doesn’t mean that indi-

vidual companies outside of Scandinavia can’t try to create similar envi-

ronments. The upside for them would be high levels of employee loyalty, 

collaboration, and willingness to adopt new technologies. And as MIT 

researcher Zeynep Ton has demonstrated — particularly in the retail 

industry, but in others as well — this “good jobs strategy” (whether or 

not it involves AI or other new technologies) can also yield high levels 

of financial performance for the companies that adopt it.50 As Ton and 

a colleague of hers describe the strategy:

The Good Jobs Strategy enables companies to make the most of their employ-

ees’ full potential. So good jobs companies are less likely to focus on machines 

replacing workers and more likely to focus on machines as a valuable comple-

ment to their valuable people. When one of us visited Mercadona’s [a Spanish 

retailer described as following the Good Jobs Strategy] fully automated distribu-

tion center, the director said, “Its construction was based on one premise: Don’t 

make a person do what a machine can do. The only effort we want from our 

employees is for them to give us their skills and their knowledge.”51

Sweden and Mercadona are completely different types of entities, but 

they have taken similar approaches to integrating AI and automation 

into their workforces. They’re also both highly successful in economic 

terms. Other companies and organizations can adopt similar approaches 

and reap similar benefits.

Summary and Conclusions

This chapter is perhaps the most speculative of all in a book that — given 

its topic — can’t totally avoid speculation. While many enterprises are 

now implementing cognitive technologies, many have not yet gotten 

to the stage in which change management issues become paramount. 

The chapter also raises issues that may not have occurred yet to those 

responsible for making AI a reality, but it is likely that they will pop up 

to some degree in many organizations.

It’s important to remember as well that many organizations have faced 

somewhat similar change management issues with previous generations 
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of information technologies. New technologies almost always lead to 

some change in how work is done if they are to provide some value. 

New work processes from new technology have almost always bene

fitted from redesign efforts involving those who do the work. And 

even the threat of automation-driven job loss has been present with pre-

vious technologies — though perhaps not to the same degree as with AI.

Just as in the past, we’ll have to learn about these technologies as 

they mature and are implemented more broadly. Just as with previous 

generations of technology, we will need to achieve some economic and 

productivity benefits if they are to provide value to businesses. And just 

as in the past, firms will need to balance the opportunities from auto-

mating and making processes smarter with the impact on the people in 

their organizations and their jobs.

All we know for sure is that people won’t do all the work in the 

future, and machines won’t either. The details of how humans and 

machines collaborate to accomplish key tasks will have to be discov-

ered, negotiated, and revisited on a case-by-case basis. Firms and their 

managers should keep the primary goal in mind of establishing produc-

tive, effective, and humane AI solutions over time.

This last somewhat ambiguous message — we’re not sure how things 

will work out with humans and AI and some combination of automa-

tion and augmentation is likely to result — is perhaps true of the whole 

field and this entire book. On the one hand, I’ve claimed through-

out that AI/cognitive technologies are potentially transformative of 

business strategies and processes, and that every company should be 

moving forward with them. On the other hand, I urge some degree of 

caution — picking the low hanging fruit over the dramatic, transforma-

tional moon shots that are a good bet to fail given today’s technologies. 

I’ve also argued that it’s getting easier and cheaper to create AI models 

and algorithms, but that the hard part of the technology is integrating 

it with existing systems and processes, and changing individual behav-

iors and organizational cultures.

I think we’ll be living with these nuances for a while. And in a sense 

they are no different than adoption approaches for other types of tech-

nologies. In addition to embracing AI, many companies today are trying 
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to achieve digital transformation in general. But some of the established 

companies that embraced digital transformation most aggressively — GE, 

Nike, Procter & Gamble, and Burberry, for example — have been forced 

to retrench and prioritize the expensive investments needed to digitize 

every process.

We also saw these tensions with the last technology that reshaped 

business — the internet and electronic commerce. There was undoubt-

edly a lot of power in the technology, and we came to realize that it 

would disrupt industries and reshape business strategies and models. 

Established companies justifiably felt plenty of pressure from startups 

that did or could enter their industries with digitally centric business 

models. Yet it turned out that the unquestioning embrace of websites, 

e-commerce, and online business was no savior for startups with eyeballs 

rather than revenues, or for e-commerce business models that didn’t 

appeal to customers.

Artificial intelligence holds fantastic promise for extending the reach 

and range of human capabilities. A company with no AI capabilities is 

as foolish as a company with no internet presence, or one that insists on 

using only analog, paper-based business processes. Just as the late 1990s 

and early 2000s heralded the age of the internet, the time for AI in the 

enterprise is here. If your company’s direct competitors aren’t already 

embracing it, disruptive startups will. Of course, that doesn’t mean 

that good business judgment about the adoption and use of artificial 

intelligence won’t be just as important as it was for previous technolo-

gies. Employing that judgment and learning through experimentation 

and experience will mean that companies can benefit enormously from 

some of the most exciting and powerful technologies ever created by 

human beings.
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